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A B S T R A C T   

Weakly supervised instance segmentation is a new research topic in the field of computer vision. Compared with 
fully supervised instance segmentation, weakly supervised methods use weaker data annotations such as points, 
scribbles or class labels which are easy to obtain. Among these annotations, image-level instance segmentation 
using only class labels as supervision is the most challenging task. In this paper, we propose a novel weakly 
supervised instance segmentation framework using a multi-stage erasing refinement method and a saliency- 
guided proposals ordering method. Firstly, the multi-stage erasing refinement method is exploited to enhance 
the instance representation by iteratively discovering separate object-related regions, so as to obtain more 
complete discriminative regions. Then, the saliency-guided proposals ordering method utilizes the saliency map 
to alleviate the background noise and better select the object proposals for generating the instance segmentation 
result. Experimental results on the PASCAL VOC 2012 dataset and the COCO dataset demonstrate that our 
framework achieves superior performance compared with the state-of-the-art weakly supervised instance seg
mentation models and the ablation study shows the effectiveness of the proposed two methods.   

1. Introduction 

Instance segmentation is a challenging task in the field of computer 
vision. The goal is to segment a number of instances present in an image 
and to predict both class label and instance label for each instance. With 
the development of deep learning which has achieved remarkable pro
gresses in many fields such as image classification [1,2], the recently 
proposed instance segmentation models [3–8] also achieve a significant 
improvement by using convolutional neural networks (CNNs). However, 
these instance segmentation models heavily rely on a large amount of 
training data with annotations of pixel-level masks and class labels to 
achieve the high performance. The annotation work especially the pixel- 
level mask annotation is expensive and time-consuming. Weakly su
pervised methods can alleviate the tedious annotations. Compared with 
pixel-level mask annotations, some weak annotations, e.g., points, 
scribbles and bounding boxes are much cheaper to collect but still 
require a bit of human efforts. To further reduce the reliance on afore
mentioned weak annotations, some work [9–12] tries to use only image- 

level class labels to design the instance segmentation networks since the 
image-level class labels require minimal efforts. 

Compared with pixel-level mask annotations, image-level class labels 
discard the location and shape information of objects. The key issue of 
image-level weakly supervised methods is how to localize objects with 
image-level class labels. In [14], Zhou et al. gave a popular choice for 
object localization by Class Activation Map (CAM), which builds the 
relationship between each pixel’s localization and classification result, 
and indicates the class-related regions in the image. But CAM cannot tell 
from different object instances in the same class. To resolve this issue, 
Zhou et al. [9] proposed to boost the local maximum in the CAM to 
localize objects. The local maximum points are propagated back to 
compute the gradient map called peak response map (PRM). PRM pro
vides shape and location information of objects. It is used to generate the 
instance masks with the prior object information, i.e. object proposals. 
However, both CAM and PRM have a common drawback that the re
gions highlighted in them only contain the discriminative parts of ob
jects but miss the other object-related regions. 
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In this paper, we propose a novel weakly supervised instance seg
mentation framework, which is able to detect the foreground object- 
related regions to represent the objects with image-level labels and 
adopt saliency map to suppress object-irrelevant regions, and generates 
the instance masks with the prior object proposals. We propose two 
methods, i.e. Multi-Stage Erasing Refinement (MSER) method and 
Saliency-Guided Proposals Ordering (SGPO) method, to overcome the 
shortcomings of PRM [9]. 

Since CNNs tend to capture the most discriminative features to pre
dict the classification results, the object-related regions directly 
discovered by PRM might be incomplete. We propose the MSER method 
to enhance the initial PRM. Concretely, by training multiple classifica
tion networks with different concentrations, the MSER method can 
discover complementary object-related regions to form the enhanced 
peak response map (EPRM), which is a more fine-detailed instance 
representation. Besides, PRM is generated through the back propagation 
from the local maximum points in the feature map. However, the pixels 
of some background regions in the image may be falsely activated since 
these background regions also contain strong textural features and are 
close to the local maximum points. To solve this problem, the proposed 
SGPO method introduces the saliency map to better distinguish the 
objects from background regions and to alleviate the background noise 
in the PRM. The instance segmentation masks are retrieved from a pool 
of candidate object proposals by the SGPO method, which chooses the 
desired proposal with the maximum overlap, the similar shape with the 
EPRM and the maximum overlap with the saliency-guided instance 
representation. Notably, during the process of proposals ordering, the 
saliency map is helpful to select the desired proposals to constitute 
different object instances. 

To sum up, our main contributions are three-fold:  

1) We propose a novel weakly supervised instance segmentation 
framework, which is equipped with the MSER and the SGPO. Our 
framework is able to detect more object-related regions to better 
represent object instances, and introduces the saliency map to better 
select object proposals for instance segmentation.  

2) We propose the Multi-Stage Erasing Refinement (MSER) method to 
generate the enhanced PRM, which can discover the object-related 
regions and form a more fine-detailed instance representation to 
better provide the location and boundary information of objects.  

3) We propose the Saliency-Guided Proposals Ordering (SGPO) method, 
which introduces the saliency map to alleviate the adverse effect of 
background regions for better selecting the desired object proposals. 

The remainder of this paper is organized as follows. We introduce the 
related work in Section 2. In Section 3, we describe the proposed 
framework in detail. Experimental results are presented in Section 4, 
and the conclusion is drawn in Section 5. 

2. Related work 

In this section, we briefly introduce several groups of previous work 
related to this work. 

Fully supervised instance segmentation. With the development of deep 
learning, some researchers have developed various CNNs-based instance 
segmentation models [3–8]. For example, Mask R-CNN [5] is a simple 
and effective instance segmentation model with three branches to pre
dict the class labels, bounding boxes and masks of objects. In [7], Liu 
et al. followed the architecture of Mask R-CNN and proposed several 
modules to improve the performance. In [8], Chen et al. proposed a 
hybrid task cascade which interweaves detection and segmentation 
features to improve the performance. The frameworks of these instance 
segmentation models contain multiple tasks, and each of them is trained 
by one type of annotations such as class labels, bounding boxes and 
pixel-level masks. The CNNs-based methods heavily rely on a large 
amount of training data with various types of annotations to achieve a 

high performance. However, the work of annotating these labels espe
cially the pixel-level masks costs a lot of human efforts and time. As a 
result, instance segmentation is confined to a limited range of datasets 
and object categories. The commonly used segmentation datasets (e.g. 
PASCAL VOC 2012 [15] and MS COCO [16]) are restricted to a few 
dozen of object classes, far away from the number of categories in the 
image classification datasets (e.g. ImageNet [17]). 

Weakly supervised instance segmentation. In the past few years, some 
researchers have proposed several weakly supervised instance segmen
tation models. In [18], an end-to-end weakly supervised instance seg
mentation network is trained with point-level annotations and noise 
samples. In [19], Khoreva et al. used a recursive training strategy to train 
the semantic segmentation network iteratively with the bounding box 
annotations. The network progressively achieves the better segmenta
tion result after each stage’s training. Finally, the network can accu
rately segment the objects in the bounding boxes detected by Fast R- 
CNN [20]. In [21], Lin et al. proposed a weakly supervised method based 
on scribble annotations and optimized a graphical model for propa
gating information from scribbles. In [9], Zhou et al. leveraged class 
labels to predict instance masks by boosting the local maximum points in 
the feature map output by the last convolution layer of the CNN, which 
is originally for image classification. These local maximum points, 
which can localize the object instances, are back propagated to compute 
for each point the gradient map, which is called the peak response map 
(PRM). PRM provides shape and location information of objects, and is 
further used to segment instances with object proposals. In [10], Zhu 
et al. designed an Instance Extend Filling module, which leverages PRM 
to generate accurate Instance Activation Maps (IAM) to represent in
stances. In [11], Cholakkal et al. proposed an image-level supervised 
density map estimation approach to provide both object count and 
spatial distribution of object instances. In [12], Ge et al. proposed a 
Sequential Label Propagation and Enhancement Network, which pro
gressively transforms image-level labels to pixel-wise labels in a coarse- 
to-fine manner. 

Weakly supervised semantic segmentation with image-level annotation. 
Compared with pixel-level mask annotations, image-level class annota
tions are easy to obtain, but they lose location and shape information in 
the weakly supervised semantic segmentation. Therefore, many ap
proaches [22–28,30] focus on simulating the absent information. For 
example, in [24], saliency maps are utilized to replace the ground truths 
for training a fully supervised network. In [13], Meng et al. proposed a 
new cosegmentation and fusion-based strategy for weakly supervised 
semantic segmentation, which can sufficiently use the labels of images. 
In [14], Zhou et al. gave a popular choice for object localization by Class 
Activation Map (CAM), which builds the relationship between each 
pixel’s localization and the classification result to localize the objects. 
Based on CAM, some weakly supervised semantic segmentation methods 
[26,27,30] were proposed. In [26], the AffinityNet trained with CAM is 
designed to predict semantic affinities of pairs of adjacent image co
ordinates and to diffuse the discriminative regions in CAM according to 
the affinities of pairs. In [27], a deep seeded region growing network 
iteratively generates the class-related regions to update the CAM. In 
[30], a three-stage adversarial erasing process is designed to discover 
class-related regions, which finally constitute the entire objects in the 
image. In [31], the Guided Attention Inference Network is proposed to 
provide a direct guidance on attention maps, so as to generate more 
accurate and more complete attention maps. 

Erasing strategy. The erasing strategy has been used in weakly su
pervised semantic segmentation. For example, in [29], Zhang et al. 
proposed a two-branch network. The class-related regions are detected 
in the feature map of the first branch and erased in the feature map of the 
second branch. The network generates two separate CAMs and combines 
them to segment the image. In [30], class-related regions are detected in 
CAMs and erased in the image for three times. The class-related regions 
are combined to represent the object of specific category. Li et al. [31] 
proposed the Guided Attention Inference Network to predict the class 
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labels of the original image and the erased image, and designed the 
attention mining loss to guide the network focus on the whole object of 
interest. Compared with the above erasing strategies used in weakly 
supervised semantic segmentation [29–31], we adapt the erasing strat
egy to instance segmentation. We detect the local maximum points in 
the feature map to locate the instance and backward propagate the 
points to extract the object-related regions of the detected instance in the 
image. As the CNN tends to capture the most discriminative regions and 
ignore the other object-related regions, the instance representation 
discovered in PRM [9] is less complete. Therefore, we erase the most 
discriminative parts of the discovered instances in the original image 
and slightly change the appearances of the instances in the image. 
Compared with the erasing strategies used in weakly supervised se
mantic segmentation [29–31], we erase much fewer regions in the image 
to maintain instances, so that the newly trained network can still capture 
the instances correctly and discover new object-related regions. 

3. Proposed framework 

In this section, we first give a brief description of our framework in 
Section 3.1. Then, we describe the multi-stage erasing refinement 
method in detail in Section 3.2. In Section 3.3, we present the saliency- 
guided proposals ordering method. In the end, we introduce the 
implementation details in Section 3.4. 

3.1. Framework overview 

As shown in Fig. 1, given an input image, our goal is to extract object- 
related regions in the image and to exploit the object-related regions to 
obtain the object mask from a set of object proposals. We first adopt the 
multi-stage erasing refinement method to iteratively discover object- 
related regions and combine them to represent the whole objects in 
detail. The initial PRMs will be iteratively enhanced towards a more 
complete instance representation named as the Enhanced PRM (EPRM), 
which is more informative than the initial PRMs and can indicate more 
accurate locations and complete boundaries of objects in the image. 
Then, a saliency detection method, i.e. R3Net [32], is applied to the 
input image, generating the saliency map. After that, we use the off-the- 
shelf object proposal method, i.e. COB [33], to generate a set of candi
date object proposals in the proposals pool. In the end, the EPRM, the 

saliency map and the candidate object proposals are processed with the 
saliency-guided proposals ordering method to generate the instance 
segmentation mask. Specifically, the instance segmentation mask is 
retrieved from a set of desired candidate object proposals which have 
the maximum overlap and the similar shape with the EPRM and the 
minimum overlap with background. And we apply the non-maximum 
suppression scheme to integrate the overlapped object proposals. 

3.2. Multi-stage erasing refinement method 

The PRM method [9] constructs fully convolution layers followed by 
a convolutional layer with 1× 1 kernel size to generate the feature map, 
which indicates the responses of the image to different object classes. In 
the feature map, the local maximum points are exploited to roughly 
localize the objects. The local maximum points are back propagated to 
compute the PRMs, which measure the contribution from pixels to the 
local maximum points. To generate the PRMs, the forward propagation 
is first performed to detect local maximum points in the feature map. 
Then by setting each local maximum point to 1 and the other positions to 
0 in the feature map, the backward propagation is performed to calcu
late the gradient map, which is termed as PRM. Each PRM can reflect the 
regions contributing to each local maximum point. A group of PRMs are 
generated after processing all the local maximum points in turn. How
ever, the object-related regions directly discovered by the PRMs might 
be incomplete, due that the CNN tends to capture the most discrimina
tive features to predict the classification results. To address the problem 
of less activated object-related regions, we propose a Multi-Stage 
Erasing Refinement (MSER) method to discover complementary 
object-related regions for PRMs enhancement. 

The fundamental idea of the MSER method is to construct an updated 
training image set by erasing the detected discriminative regions to 
slightly change the appearances of instances in the previous training 
image set. The updated training image set is used to train a CNN for 
image classification in each stage. Since the highly discriminative 
object-related regions have been erased from images and they no longer 
contribute to the classification result, the newly trained CNN in the 
current stage has to shift the concentration to the other object-related 
regions for classification. In this way, the less discriminative object- 
related regions will be enhanced iteratively during the refinement pro
cess. The MSER method iteratively trains CNN with the updated image 

Fig. 1. Overview of the proposed weakly supervised instance segmentation framework. Given an input image in (a), we first adopt the multi-stage erasing refinement 
method to iteratively discover different object-related regions to produce several PRMs, and combine them to generate the enhanced PRM in (b). Then, we generate 
the saliency map in (c) and the object proposals pool in (d). We rank candidate object proposals with the saliency-guided proposals ordering method according to four 
measures and integrate the overlapped object proposals. Finally, we select the most matching proposal of each object as the predicted mask in (e). 
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set for discovering the object-related regions, and updates the training 
image set by erasing the detected object-related regions in the images. 
After several stages, we can obtain a group of CNNs which have different 
concentrations on different object-related regions. Then, we use these 
CNNs to generate separate and complementary regions belonging to the 
same object. Finally, these regions comprise a more fine-detailed 
instance representation, i.e. Enhanced PRM (EPRM). In the following, 
we will provide a detailed description of the MSER method. 

The MSER method consists of two phases including training phase 
and inference phase. During the training phase, we iteratively perform 
two steps, i.e. CNNs training and training image set updating, to obtain a 
group of CNNs. We describe the training phase in detail as follows: 

CNNs training. Firstly, the original training image set I0 = {I0
i , Li}

N
i=1, 

with each image I0
i and the corresponding class label Li, is used to train 

the initial image classification network ℵ0. In particular, we use ResNet- 
50 [2] as the backbone and remove the fully connected layers to obtain a 
fully convolutional network (FCN) so as to maintain the spatial infor
mation for segmentation. Besides, we apply another convolutional layer 
with 1 × 1 kernel size to reduce the channel dimension of the output 
feature map to the number of classes. The output feature map of each 
image I0

i is denoted as F0
i , with a size of C× H× W, where C is the 

number of channels and H × W is the spatial size. Each channel of F0
i 

reflects the response to each object class. Then, a set of local maximum 

points of each image I0
i , denoted as K0

i = {K0
i,j}

M
j=1

= {
(

c0
i,j, x0

i,j, y0
i,j

)}M

j=1
, 

are searched on the feature map F0
i . Here, M is the number of the local 

maximum points, 
(

x0
i,j, y0

i,j

)
indicates the spatial coordinates of the jth 

point and c0
i,j indicates the class. To generate the set of local maximum 

points K0
i , we first slide the maximum filter with a size of 3*3 over the 

feature map F0
i to select each point whose response value is greater than 

its eight neighboring points, and then we remove those local maximum 
points whose response values are lower than the global median value of 
the feature map F0

i . The class confidence score of the cth class, sc, is 
calculated by averaging the response values of all local maximum points 
belonging to the cth class as s0

i,c = 1∑
cj∈c

∑
cj∈cK0

i,j. Then the multi-label 

soft margin loss is defined as follows: 

L (s, l) = −
∑C

c=1
[lclog

esc

1 + esc
+ (1 − lc)log

1
1 + esc

] (1)  

where s is the predicted class confidence vector and l is the vector rep
resenting the corresponding class label. 

Training image set updating. After finishing training the network, we 
use the trained network ℵ0 to update the training image set I0 to I1. First, 
the local maximum points {K0

i,j}
M
j=1 

in each image I0
i are separately 

backward propagated to compute a set of PRMs, i.e. P0
i = {P0

i,j}
M
j=1

, for 

the image I0
i . As the local maximum points can roughly localize objects, 

the generated PRMs can roughly indicate parts of objects. The regions 
high-lighted in the PRMs contain most foreground objects and few 
background noise. In order to attenuate the effect of background noise, 
we then apply a threshold δ on each PRM, i.e. P0

i,j, to generate the binary 
map R0

i,j, in which the discriminative object-related points with higher 
response values in PRM are labeled with “0′′ and the remaining points 
are labeled with “1” as follows: 

R0
i,j(x, y) =

{
0,P0

i,j(x, y) ≥ δ
1, otherwise

(2) 

Using Eq. (2) as an indicator, we can erase the most discriminative 
parts of the discovered instances in the original image and slightly 
change the appearances of the instances in the image. Thus, the newly 
trained CNN will shift the concentration to the other object-related re
gions for classification. In order to train a network with different con
centrations to discover new complementary object-related regions for 
enhancing the initial PRMs, we erase the object-related regions indi
cated by {R0

i,j}
M
j=1 

from the original training images, by replacing the 
pixel values of these object-related regions with zero, and obtain the 
updated training image set I1 = {I1

i , Li}
N
i=1 as follows: 

I1
i (x, y) = I0

i (x, y) − I0
i (x, y)⋅[1 −

∏M

j=1
R0

i,j(x, y)] (3)  

where Π is the multiplication operation. The updated training image set 
I1 is used to train a new network, i.e. ℵ1. Since the most discriminative 
regions have been removed from the training images and do not 

Fig. 2. Visualization of the process of erasing foreground regions in MSER. (a) Input image, (b) Discriminative regions, (c) Image after the erasing process, and (d) 
New discriminative regions detected by the model trained with the erased images. 
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contribute to the classification prediction, ℵ1 has to activate other 
object-related regions to maintain the classification results. Similarly, a 
set of PRMs, i.e. P1

i , are generated via the backward propagation process 
of ℵ1. We visualize the process of erasing discriminative regions in Fig. 2. 
Fig. 2(b) shows the discriminative regions which can roughly indicate 
parts of objects, and Fig. 2(c) shows the images in which the discrimi
native regions have been erased. Besides, Fig. 2(d) shows the new 
discriminative regions detected by the newly trained CNN with the 
erased images. 

We repeat CNNs training and training image set updating for several 
times, until the number of iteration process reaches the maximum 
erasing stage number, T. By this way, we can obtain a group of image 
classification networks, i.e. {ℵt}

T
t=1, and the T networks are used to 

generate multiple object-related regions. The whole process of training 
phase is summarized in Algorithm 1. 

During the inference phase, given a test image, we send the image 
into the trained networks, {ℵt}

T
t=1, to generate a group of PRMs {Pt}

T
t=1 

for object-related regions. These PRMs comprise a more fine-detailed 
instance representation, i.e. EPRM. We set the maximum erasing stage 
number, T, to 2 and show visualization of the process of MSER with two 
stages in Fig. 3. It can be observed that the initial PRMs capture the 
discriminative parts of objects and only provide the incomplete location 
and boundary information. Concretely, the first and second rows in 
Fig. 3(b) indicate that the initial PRMs fail to detect the objects, while 
the third and fourth rows in Fig. 3(b) indicate that the initial PRMs fail to 
capture the entire object. The complementary PRMs in Fig. 3(c) are 
produced from the newly trained CNNs, which are trained with the 
training images after erasing. After generating the complementary 
PRMs, we feed the complementary PRMs and the initial PRMs, i.e. EPRM 
in Fig. 3(d), to SGPO to predict the instance mask. Obviously, the EPRMs 
can provide more fine-detailed location and boundary information of 
object instances than the initial PRMs.  

Algorithm 1. Training phase of MSER method 

Input: Training data I = {Ii, Li)}
N
i=1.  

(continued on next column)  

(continued ) 

Algorithm 1. Training phase of MSER method 

Output: A group of image classification networksℵ = {ℵt}
T
t=1.  

Initialize: ℵ = ∅, iteration times t = 1, flag = true, training image set I0 = I.  
1: while (flag) do  
2: Train the image classification network ℵt using the training image set It with the loss 

function defined in Eq. (1).  
3: Add ℵt into the network group ℵ.  
4: for Iti in It do  
5: Use ℵt to classify Iti , and extract the final output feature map Ft

i .  
6: Detect the local maximum points Kt

i = {Kt
i,j}

M
j=1 

in the feature map Ft
i .  

7: for Kt
i,j in Kt

i do  
8: Set the pixel value of Kt

i,j to 1 and the rest pixels in Ft
i as 0.  

9: Generate the PRM Pt
i,j through the backward propagation with Ft

i .  
10: Generate Rt

i,j by thresholding Pt
i,j to represent discriminative object-related 

regions similarly as Eq. (2),  

Rt
i,j(x,y) =

{
0, Pt

i,j(x, y) ≥ δ
1, otherwise

.  

11: end for 
12: Erase the discriminative regions based on Rt

i = {Rt
i,j}

M
j=1 

from Iti , and generate It+1
i 

similarly as Eq. (3),  
It+1
i (x, y) = Iti (x, y) − Iti (x,y)⋅

∏M
j=1Rt

i,j(x,y).  
13: end for 
14: Update the training image set as It+1

i .  
15: if t = T  
16: Set flag = false.  
17: Set the length of ℵ as T = t.  
18: end if 
19: t = t + 1.  
20: end while 
21: Output: ℵ = {ℵt}

T
t=1.   

3.3. Saliency-guided proposals ordering method 

After generating the EPRM, we propose the Saliency-Guided Pro
posals Ordering (SGPO) method to generate the instance segmentation 
mask by retrieving the candidate object proposals. We employ a scoring 

Fig. 3. Visualization of the process of MSER with two stages. (a) Input image, (b) initial PRM, (c) complementary PRM from the newly trained CNN, (d) EPRM and 
(e) ground truth. By fusing the initial PRM and complementary PRM, the EPRM in (d) is more complete and more accurate than the initial PRM in (b). 
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metric to rank off-the-shelf object proposals based on the EPRM for 
generating the instance segmentation mask. The scoring metric consists 
of four terms including instance-aware information and class-aware 
information from EPRM, boundary-aware term from object proposals, 
and saliency-aware term from saliency map. For each candidate object 
proposal OPi, which is a binary mask with the same size of image, the 
scoring metric is defined as follows: 

Score(OPi) = α∙Sins
i + β∙Sbou

i + γ∙Scla
i +ω∙Ssal

i (4) 

Following [9], the first three terms are used to encourage object 
proposals that have the maximum overlap and the similar shape with the 
EPRM. 

In our SGPO method, we introduce the saliency-aware term, Ssal
i , 

which calculates the maximum overlap with the instance representation 
according to the saliency map, to encourage object proposals in the 
salient regions. Since the EPRM may contain some background noises, 
we introduce saliency map to object proposals ordering as the saliency 
detection models are effective in capturing salient regions. The saliency 
map can distinguish between the foreground objects and background 
regions. Motivated by this, we propose the saliency-aware term to better 
rank object proposals. We use R3Net [32] to generate the saliency map, 
which is exploited to encourage the salient regions in the EPRM when 
ordering candidate object proposals. 

Specifically, for each candidate object proposal OPi, the instance- 
aware term is used to encourage OPi to have the maximum overlap 
with the EPRM E, and is defined as follows: 

Sins
i =

∑

x,y
E(x, y)⋅OPi(x, y) (5) 

The boundary-aware term calculates the response of the EPRM on 
the boundary of the object proposal to encourage the object proposal to 

have the similar shape with the EPRM, and is defined as follows: 

Sbou
i =

∑

x,y
E(x, y)⋅CPi(x, y) (6)  

where CPi is the binary mask indicating the boundary of OPi. 
The class-aware term is used to punish the c lass-irrelevant regions in 

the EPRM. Suppose that the cth class is associated with the EPRM and Fc 
indicates the cth channel of the final output feature map, the class- 
irrelevant map F’

c is obtained by reserving the pixels with low re
sponses in Fc. Concretely, F’

c keeps the responses of those pixels lower 
than the mean value of Fc by setting the responses of the remaining 
pixels to zero. The class-aware term is then defined as follows: 

Scla
i = −

∑

x,y
F’

c(x, y)⋅OPi(x, y) (7) 

The saliency-aware term is designed to encourage the salient regions 
in the EPRM. The saliency map assigns the salient regions with higher 
saliency values, and we enhance the responses of salient regions in the 
EPRM by multiplying the EPRM with the saliency map Sm as follows: 

Ssal
i =

∑

x,y
E(x, y)⋅Sm(x, y)⋅OPi(x, y) (8) 

In Eq. (8), the element-wise multiplication between EPRM and sa
liency map is the saliency-guided EPRM refinement, as shown in Fig. 4. 
We can observe from the examples in Fig. 4 that the EPRMs can highlight 
most parts of objects in images while some background regions are also 
falsely activated in some EPRMs. A pixel with a higher saliency value is 
highly likely to belong to an object instance. Thus, after the saliency- 
guided EPRM refinement using Eq. (8), the salient regions indicated 
by the saliency maps as shown in Fig. 4(b) have stronger responses in the 
refined EPRMs as shown in Fig. 4(d), while the background regions 

Fig. 4. Visualization of the process of saliency-guided refinement. (a) Input image with the annotated object instances, (b) saliency map generated using R3Net, (c) 
EPRM, and (d) the refined EPRM, which is generated by multiplying the saliency map and EPRM. 

Z. Hu et al.                                                                                                                                                                                                                                       



Journal of Visual Communication and Image Representation 73 (2020) 102957

7

indicated by the saliency maps have weaker responses in the refined 
EPRMs. This confirms that the saliency map is helpful to better represent 
the object instances and suppress the background noise. 

With the introduction of the saliency-aware term in Eq. (8) as well as 
the other three terms in Eqs. (5)–(7), we calculate the scoring metric for 
each candidate object proposal using Eq. (4). We separately select for 
each instance representation the most matching object proposal, which 
has the maximum scoring metric. After retrieving the most matching 
object proposals for all instances, we apply the non-maximum sup
pression scheme to integrate the overlapped object proposals for 
generating the instance mask. The non-maximum suppression is 
important to segment the instances. As the MSER discovers much object- 
related regions which are helpful to represent the instance. These object 
related regions will be separately assigned a proposal. Some regions 
represent the different parts of the instance. The non-maximum sup
pression will combine these highly overlapped proposals as these pro
posals are likely to belong to the same instance. 

3.4. Implementation details 

Following the implementation of PRM [9], we use the ResNet-50 [2] 
as the backbone and remove the last two fully connected layers. The 
parameters of ResNet-50 are pre-trained on ImageNet [17], and then 
finetuned on the PASCAL VOC 2012 training set [15] and the COCO 
training set [16] with corresponding class labels, respectively. The 
initial learning rate of the backbone is set to 10− 4, and the other part of 
the network is trained with an initial learning rate of 0.01. A mini-batch 
size is set to 16 for the SGD optimizer [34]. The momentum and weight 
decay are set to 0.9 and 10− 4, respectively. The threshold δ in Eq. (2) is 
set to 30. The parameters in Eq. (4), i.e. α, β, γ and ω in the scoring metric 
are empirically set as in [9]. 

4. Experimental results 

4.1. Datasets and evaluation metrics 

We train and evaluate our framework on PASCAL VOC 2012 dataset 
[15] and COCO dataset [16]. These two datasets are widely used for 
image classification [35], object detection [36], semantic segmentation 
[37], and instance segmentation [9]. 

PASCAL VOC 2012: For the image classification task, it contains 
5,717 images for training and 5,823 images for validation. For the 
instance segmentation task, it contains 1,442 images for training and 
1,449 images for validation. Each image in the training set and valida
tion set is annotated with pixel-level mask to indicate the class label and 
instance label of each pixel. The dataset contains 20 classes of objects 
including inanimate objects such as airplanes and living objects such as 
humans. Following the experimental setting in [9], we adopt the image 
classification dataset, which includes the training set and validation set 
with a total of 11,540 (5,717 + 5,823) images and the corresponding 
image-level labels, to train a group of image classification networks 
using our MSER method, and we evaluate our framework on the vali
dation set for instance segmentation including 1,449 images. 

COCO: It contains 82,783 images for training and 40,504 images for 
validation. The dataset contains 80 classes of objects including inani
mate objects and living objects. We adopt the image classification 
dataset, which includes the training set with a total of 82,783 images 
and the corresponding image-level labels, to train a group of image 
classification networks using our MSER method, and we evaluate our 
framework on the validation set for instance segmentation including 
40,504 images. 

Evaluation metrics: We use the most widely used four evaluation 
metrics, i.e. mean average precision (mAP) for Intersection-over-Union 
(IoU) of 0.25, 0.5, 0.75 and Average Best Overlap (ABO) [38] to eval
uate the instance segmentation performance. 

4.2. Parameters Analysis 

In this section, we make a detailed analysis for some parameters of 
our method on the PASCAL VOC 2012. Concretely, we evaluate 1) the 
effectiveness of the parameters α, β, γ and ω in SGPO; 2) the influence of 
the maximum clear stage T; 3) the influence of the saliency detection 
methods, 4) the influence of the parameter δ in MSER. 

1. The effectiveness of the parameters in SGPO. The parameters α, β, γ 
and ω in SGPO are empirically set as in [9]. To validate the effectiveness 
of parameter settings for α, β, γ and ω, we adjust them to evaluate the 
impact of each parameter separately. We simply multiply the five rates 
including 1.3, 1.1, 1, 1/1.1 and 1/1.3 to each parameter and evaluate 
the performance. Table 1 shows the influence of adjusting a single 
parameter on the performance. For example, we enlarge the value of 
parameter α by multiplying α with 1.3, and the results are shown in the 
“α” line and the “1.3” column of Table 1. As the value of each parameter 
increases or decreases, there is a certain performance deterioration. 

Beside, we separately set the parameters α, β, γ and ω to 0 to validate 
the effectiveness of the four terms including instance-aware term Sins

i , 
boundary-aware term Sbou

i , class-aware term Scla
i and saliency-aware 

term Ssal
i in SGPO. The corresponding results are shown in the column 

“0′′ of Table 1. From the comparison between the column “1(Ours)” and 
the column “0” in Table 1, we find that all the four terms are helpful to 
the performance. For example, on mAPr

0.25, Sins
i , Sbou

i , Scla
i and Ssal

i bring 
19.21% (26.89%→46.1%), 19.22% (26.88%→46.1%), 6.0% (40.1%→ 
46.1%) and 13.5% (32.6%→46.1%) improvement, respectively. 

From the comparison between the column “1(Ours)” and the column 
“0” in Table 1, we find that the instance-aware term Sins

i and the 
boundary-aware term Sbou

i contribute more to the performance, when 
compared with the class-aware term Scla

i and the saliency term Ssal
i . The 

instance-aware term Sins
i indicates the main parts of object in the image. 

The boundary-aware term Sbou
i indicates the boundary of object in the 

image. In some cases, the boundary-aware term Sbou
i is more helpful to 

find the objects like bicycles, chairs and so on, due that the boundary 
provides more discriminative information to distinguish them. Since the 
two terms, Sins

i and Sbou
i , are more important, we first adjust the two 

parameters, α and β, to achieve the best performance using only Sins
i and 

Sbou
i . Then we add the class-aware term Scla

i and the saliency-aware term 
Ssal

i to further improve the performance. The class-aware term Scla
i can 

provide background information, and the saliency-aware term Ssal
i can 

provide clearer object boundary information. We exploit salient regions 
to distinguish foreground and background, and use the foreground in
formation to enhance the object information in the instance-aware term 

Table 1 
Analysis of the parameters in SGPO on the PASCAL VOC 2012 validation set in 
percentage %.  

Parameters Metric 1.3 1.1 1(Ours)  1/1.1 1/1.3 0 

α  mAPr
0.25↑  44.0 45.2 46.1 45.1 43.7 26.89  

mAPr
0.5↑  25.0 26.2 27.3 26.3 25.0 9.36  

mAPr
0.75↑  9.4 10.1 10.4 9.7 9.3 2.39 

β  mAPr
0.25↑  43.9 44.9 46.1 45.2 43.9 26.88  

mAPr
0.5↑  24.6 26.0 27.3 26.4 25.2 9.40  

mAPr
0.75↑  9.5 9.8 10.4 10.0 9.1 2.39 

γ  mAPr
0.25↑  44.7 45.4 46.1 45.6 44.8 40.1  

mAPr
0.5↑  25.9 26.5 27.3 26.3 25.9 23.5  

mAPr
0.75↑  9.5 9.8 10.4 10.0 9.9 9.4 

ω  mAPr
0.25↑  44.7 45.5 46.1 45.5 44.6 32.6  

mAPr
0.5↑  25.5 26.2 27.3 26.7 25.9 16.1  

mAPr
0.75↑  9.6 9.9 10.4 10.1 9.5 4.9 

Notably, for a clear comparison, we report results of α and β with two decimals in 
the last column “0”. 
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Sins
i . As above, we first adjust the two parameters, α and β, to achieve the 

best performance using only the instance-aware term Sins
i and the 

boundary-aware term Sbou
i . Then we adjust the parameter ω to exploit 

the saliency-aware term Ssal
i to improve the performance. Finally, we add 

the class-aware term Scla
i and adjust the parameter γ to further improve 

the performance. The codes of our method as well as parameter settings 
are available at https://github.com/jetshz/MSER-SGPO. 

2. The influence of the maximum erasing stage number T. To illustrate 
the influence of the maximum erasing stage number, T, we evaluate our 
MSER method with different values of T, i.e., 1, 2, 3, 4, and the results 
are shown in Table 2. When T is set to 2, the performance is better than 
that with the other values of T. Compared with T = 1 (i.e. without 
MSER), this demonstrates the effectiveness of our MSER method. When 
T further increases to 3 and 4, the erased regions become larger but the 
performance degrades. With the increase of iteration times, more and 
more object-related regions are erased. However, if we excessively 
repeat the iteration process, object-related regions could be totally 
erased and some object-irrelevant regions, i.e. false positive regions, will 
be introduced. These object-irrelevant regions will disturb the proposal 
ordering and do harm to the performance. Therefore, we set T to 2 in our 
MSER method. 

3. The influence of saliency detection methods. To illustrate the influ
ence of saliency detection methods, we choose several other saliency 
detection methods, including UCF [39], Amulet [40] and MLFI-MSFF 
[41], to replace R3Net [32] for generating the saliency maps. The re
sults of using different saliency detection methods are shown in Table 3. 
It can be seen from Table 3 that using the saliency detection method 
R3Net in our method achieves the best performance. 

4. The influence of the threshold δ in MSER. To illustrate the influence 
of the threshold δ in MSER, we evaluate our method with different 
values of δ, i.e. 10, 20, …, 60, and the results are shown in Table 4. It can 
be seen from Table 4 that the best performance is achieved when the 
threshold δ is set to 30. A higher value of δ results in fewer erased 

regions, and thus the contribution of MSER is weakened. Although a 
lower value of δ results in more erased regions, some object-irrelevant 
regions are also introduced in the process of MSER. These object- 
irrelevant regions will disturb the proposal ordering and do harm to 
the performance. 

4.3. Performance evaluation and comparison 

For a fair comparison, we quantitatively compare our method against 
previous four weakly supervised instance segmentation methods 
including CAM [14], SPN [42], MELM [43] and PRM [9] to predict the 
instance masks. Notably, due to the lack of publicly available codes of 
CAM, SPN and MELM, the performance data of the three methods on the 
PASCAL VOC 2012 dataset [15] are borrowed from [9], and for the PRM 
method, we finetuned the parameters with the publicly available code of 
PRM provided by the authors. Due to the lack of publicly available codes 
of CAM, SPN and MELM, we only report the experimental results on the 
COCO dataset of our method and the PRM method. As shown in Table 5, 
we can see that our method achieves the competitive instance segmen
tation performance in terms of all the four evaluation metrics. In terms 
of mAPr

0.25, our method achieves the best pe rformance (i.e. 46.1%). In 
terms of the other three evaluation metrics, our method ranks the 2nd (i. 
e. mAPr

0.5: 27.3%, mAPr
0.75: 10.4%,ABO: 41.7%), slightly lower than the 

best method, IAM, on the PASCAL VOC 2012 dataset. As shown in 
Table 6, the performance of our method on the COCO dataset is better 
than that of the PRM method in terms of all the four evaluation metrics, 
but lower than the performance achieved on the PASCAL VOC 2012 
dataset. Compared with the PASCAL VOC 2012 dataset, the COCO 
dataset contains more object instances per image, larger scale variations 
among different object instances, and more various apperances of in
stances in the same object category, and thus the COCO dataset is more 
challenging for weakly supervised instance segmentation. 

In Fig. 5, we show the segmentation results of the PRM method and 
our segmentation results on some example images which contain mul
tiple objects and complex background. The first three examples indicate 
the complementarity between saliency map and EPRM. Although the 
regions with the high saliency values may be parts of object instances, 
the saliency map contributes to the distinction between object regions 
and background regions, and helps to retrieve the instance mask with 
accurate boundaries. The next three examples show some complex 
scenes with overlapping objects. In these examples, the saliency maps 
may highlight a large region containing multiple objects or highlight 
separate object parts. In the 4th row, although the saliency map fails to 
highlight the whole objects, it helps to identify the two different in
stances in the image. In the 5th and 6th row, although the saliency maps 

Table 2 
Analysis of the maximum erasing stage number, T, in MSER on the PASCAL VOC 
2012 validation set in percentage %.  

T mAPr
0.25↑  mAPr

0.5↑  mAPr
0.75↑  

1 44.0 25.4 9.3 
2 (Ours) 46.1 27.3 10.4 
3 44.2 26.1 9.5 
4 40.9 24.1 8.7  

Table 3 
Analysis of saliency detection methods on the PASCAL VOC 2012 validation set 
in percentage %.  

Method mAPr
0.25↑  mAPr

0.5↑  mAPr
0.75↑  

UCF [39] 40.0 22.0 7.5 
Amulet [40] 41.9 22.7 8.0 
MLFI-MSFF [41] 41.4 22.4 7.9 
R3Net [32] (Ours) 46.1 27.3 10.4  

Table 4 
Analysis of the threshold δ in MSER on the PASCAL VOC 2012 validation set in 
percentage %.  

δ  mAPr
0.25↑  mAPr

0.5↑  mAPr
0.75↑  

10 45.2 26.4 9.7 
20 45.1 26.2 9.5 
30 (Ours) 46.1 27.3 10.4 
40 44.9 26.4 9.6 
50 43.7 25.3 9.1 
60 43.9 25.4 9.5  

Table 5 
Comparison of mean average precision (mAP) and ABO among different 
methods on the PASCAL VOC 2012 validation set in percentage %. The red is the 
best, the green is the second best and the blue is the third best.  

Method mAPr
0.25↑  mAPr

0.5↑  mAPr
0.75↑  ABO 

CAM [14] 20.4 7.8 2.5 23.0 
SPN [42] 26.4 12.7 4.4 27.1 
MELM [43] 36.9 22.9 8.4 32.9 
PRM [9] 44.3 26.8 9.0 37.6 
IAM [10] 45.9 28.8 11.9 41.9 
Ours 46.1 27.3 10.4 41.7  

Table 6 
Comparison of mean average precision (mAP) and ABO among different 
methods on the COCO validation set in percentage %. Bold is the best.  

Method mAPr
0.25↑  mAPr

0.5↑  mAPr
0.75↑  ABO 

PRM [9] 5.8 2.2 0.5 16.4 
Ours 7.1 3.7 1.2 20.6  
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cannot distinguish different objects, they help to alleviate the adverse effect of background regions. The last two examples (the 7th and 8th 
row) indicate the situation that the image contains several object in
stances while the saliency map only highlights one of them. In such a 
situation, our MSER method can search for more object-related regions 
of all instances, and helps to generate the accurate instance masks. 

Besides, we also report the time complexity of our method and the 
PRM method tested on a PC with a NVIDIA TITAN X GPU. The running 
time of our method to process a 448 × 448 image is 1.52 s, while the 
PRM method takes 1.20 s to process a 448 × 448 image. Our method 
shows a comparable inference speed. 

Fig. 5. Weakly supervised instance segmentation examples of our framework. (a) Input image, (b) saliency map, (c) EPRM, segmentation results of (d) PRM [9] and 
(e) our method, and (f) ground truth. 

Table 7 
Ablation study of the proposed framework on the PASCAL VOC 2012 validation 
set in percentage %.  

Model mAPr
0.25↑  mAPr

0.5↑  mAPr
0.75↑  ABO 

PRM 43.9 25.1 8.8 40.9 
PRM + MSER 44.9 25.7 9.0 40.5 
PRM + SGPO 44.0 25.4 9.3 41.1 
PRM + MSER + SGPO 46.1 27.3 10.4 41.7  
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4.4. Ablation study 

In this section, we present a more detailed examination of our 
framework on the PASCAL VOC 2012 validation set. To investigate the 
individual contributions of MSER method and SGPO method, we change 
one component each time. From the ablation study results shown in 
Table 7, we can clearly observe that both MSER and SGPO contribute to 
the better instance segmentation performance. 

Specifically, to validate the contribution of MSER, we delete the 
SGPO from our framework and obtain a variant to segment the images, 
named PRM + MSER. From the comparison between PRM and PRM +
MSER, we can find out our MSER method helps to achieve the higher 
performance (e.g. mAPr

0.25: 43.9%→44.9%, mAPr
0.5: 25.1%→25.7% and 

mAPr
0.75: 8.8%→9.0%), due that the MSER method is able to find more 

object-related regions, which result in a more complete representation 
of object instances. 

To investigate the contribution of SGPO, we remove the MSER from 
our framework and use the initial PRM for instance segmentation, called 
PRM + SGPO. From the comparison between PRM and PRM + SGPO, we 
observe that our SGPO method is helpful to achieve the better seg
mentation results (e.g. mAPr

0.25: 43.9%→44.0%, mAPr
0.5: 25.1%→25.4% 

and mAPr
0.75: 8.8%→9.3%), due that the SGPO method can alleviate 

background noise when ordering the object proposals and can help to 
retrieve more accurate object proposals. 

To validate the performance of combining MSER and SGPO, we 
compare our complete framework, i.e. PRM + MSER + SGPO with the 
other three variants. We can observe from Table 7 that our complete 
framework, which inherits the advantages of both MSER and SGPO, 
outperforming any single method, i.e. PRM + MSER or PRM + SGPO, on 
all the three metrics. 

5. Conclusion 

In this paper, we propose an effective weakly supervised instance 
segmentation framework using image-level annotations. In this frame
work, we propose a multi-stage erasing refinement method and a 
saliency-guided proposals ordering method. The former method trains 
multiple networks with iteratively erased images to discover new object- 
related regions to form the enhanced instance representation with more 
detailed shape and location information of object instances. The latter 
method introduces saliency map to emphasize pixels in salient regions to 
better rank object proposals for instance segmentation. Experimental 
results demonstrate that our framework with the two proposed methods 
effectively improves the instance segmentation performance. 
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