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ABSTRACT

With the development of the eye-tracking technique, the fix-
ation becomes an emergent interactive mode in many human-
computer interaction study field. For a personal target ob-
jects segmentation task, although the fixation can be taken
as a novel and more convenient interactive input, it induces
a heavy ambiguity problem of the input’s indication so that
the segmentation quality is severely degraded. In this pa-
per, to address this challenge, we develop an “extraction-to-
fusion” strategy based iterative lightweight neural network,
whose input is composed by an original image, a fixation map
and a position map. Our neural network consists of two main
parts: The first extraction part is a concise interlaced struc-
ture of standard convolution layers and progressively higher
dilated convolution layers to better extract and integrate lo-
cal and global features of target objects. The second fusion
part is a convolutional long short-term memory component
to refine the extracted features and store them. Depending
on the iteration framework, current extracted features are
refined by fusing them with stored features extracted in the
previous iterations, which is a feature transmission mecha-
nism in our neural network. Then, current improved segmen-
tation result is generated to further adjust the fixation map
and the position map in the next iteration. Thus, the am-
biguity problem induced by the fixations can be alleviated.
Experiments demonstrate better segmentation performance
of our method and effectiveness of each part in our model.

CCS CONCEPTS

• Computing methodologies → Image segmentation;
• Human-centered computing → Human computer
interaction (HCI).
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1 INTRODUCTION

Object segmentation is one of challenging research topics in
the image processing field. It aims at assigning a unique label
to each pixel (“object” or “background”) and plays an im-
portant role in object-aware image applications for their con-
tent understanding and manipulation, such as object-aware
retrieval and cropping. Actually, different users read one im-
age by different ways and have their own target objects. One
user’s target objects mean that they draw this user’s main
attention. Compared with the automatic segmentation [6]
which segments the common objects only, interactive objec-
t segmentation [2, 8, 11, 15, 17, 25, 26] with manual inputs
can fulfill the extraction of one user’s personal target objects.
So, the interactive object segmentation can make the object-
aware image applications more individuation. Traditional in-
teractive modes used in the interactive object segmentation
are drawing some points [8, 11, 25], scribbles [2, 17] or bound-
ing boxes [15, 26] in an image. All of them can be treated
as explicit interactive modes. However, when users observe
one image, their fixations indeed locate on certain regions of
the image. Thanks to the development of the eye tracking
technique, these fixations can already be recorded by an eye
tracker device [12] in real time. Therefore, the fixation has
large potential to be explored as an emergent and natural
interactive mode. The advantages of this implicit mode is
intuitional and to free our hands, so that it can be direct-
ly embedded in the subsequent applications without extra
manual inputs. However, its main disadvantage is that the
fixations provide ambiguous indications about objects and
background. Since the fixations record the whole observa-
tion procedure, some fixations may locate in the background.
Even more, there may be many objects obtaining the fixa-
tions in an image, but only some of them are one user’s target
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Figure 1: One example of the fixations, the fixation
map and the corresponding target object. (a) The o-
riginal image with the fixations indicated by the ma-
genta dots,(b) The fixation map, (c) Ground truth
of the target object.

objects. So, it is hard to analyze the meanings of these fixa-
tions’ indications. One example is shown in Figure.1, where
the fixations are indicated by the magenta dots. Although
there are fixations in the sky and the black car, the target
object is the white car only. We can see that the fixations
based personal target objects segmentation is quite differen-
t from the traditional explicit interaction modes providing
definite indications about objects or background to direct
the segmentation. Concretely, the points and scribbles with
different labels are located in the part of the object and
the background regions; the bounding box surrounding the
object excludes the impossible object region. So, compared
with the explicit interaction modes, the objects are more
difficult to be segmented by the unlabelled fixations. More-
over, we do not only separate background and objects but
also distinguish the target objects from non-target objects
depending on the fixation information.

In this paper, our goal is to develop a personal target
objects segmentation method using the fixation interactive
mode. One critical problem is how to reduce the negative
influence of the indication ambiguity induced by the fixa-
tions. We solve this problem by an extraction-to-fusion s-
trategy based iterative neural network. The contributions of
our work are as follows:

(1) Overall, we employ the iteration framework to gradu-
ally adjust inputs of the fixation map and the position
map, and refine the extracted features. It can itera-
tively improve the segmentation result and make our
neural network more lightweight.

(2) In the extraction part, we design a concise interlaced
structure of the standard convolution layers and the
progressively higher dilated convolution layers [27] to
better extract and integrate the features of the local
and the global contrast of the target objects.

(3) In the fusion part, we utilize the convolutional long
short-term memory (ConvLSTM) [23] component to
store and sufficiently fuse all features extracted in the
whole iterations. Thus, the final segmentation result is
generated depending on the features not only extract-
ed in the final iteration but also the previous ones. It
is different from the traditional iterative segmentation
[15] that the features extracted in each iteration are
less correlated.

Figure 2: The architecture of our proposed neural
network.

This paper is organized as follows. Section II introduces some
related works and Section III describes our fixations based
iterative target object segmentation neural network in de-
tail. Experimental results are presented in Section IV. We
conclude our paper in Section V.

2 RELATED WORKS

Compared with the explicit interactive modes based object
segmentation, fixation-based interactive methods have been
studied less. In [11], it simply treats one drawing point e-
quivalent to one fixation and use it as one center of the
polar transformation, then combines monocular cues with
motion and stereo to segment an object. Some methods at-
tempt to infer the background information from the fixations
[13, 16, 21] in some simple scenes. In [16], one image is seg-
mented into several superpixels and these superpixels can be
further divided into “object seed”, “background seed” and
“unknown region” according to the distribution of the fixa-
tions on them. In [13], the centroid of fixations and the mean
distance of all fixations from the centroid are used to select
the segmentation seeds. In [21], two aided saliency maps are
used to estimate the background region. Following the above
ideas, once the background cues can be obtained, the fixa-
tions based object segmentation is converted into the tradi-
tional interactive object segmentation by constructing object
and background models [2]. Alternatively, [7] and [19] aim
to establish a relationship between fixations of some users
and their collective objects in one image. They extract their
own designed hand-crafted features of the fixations’ distri-
bution on each object proposal [1], and then estimate a score
to indicate the possibility of one object proposal belonging
to the collective objects. Thus, the segmentation result can
be generated according to the score ranking. So, these two
methods convert the “segmentation” problem into the “se-
lection” problem. Generally, there are two types of features
used in these fixations based interactive object segmenta-
tion. One is used to distinguish fixations for different label-
s; The other is to describe object and background appear-
ances. They can mutually improve each other rather than
remaining independent. However, the main drawback of the
methods mentioned above is that they consider these two
types of features separately and the designed features are
not good enough. Currently, convolutional neural networks



are widely used in traditional interactive object segmenta-
tions. [9, 25, 26] adopt Fully Convolutional Network [10] or
Unet [14] as their basic frameworks, however they still rely
on the drawing points with two different kinds of labels or
the bounding box as their inputs. Using a different approach,
[8] proposed a selection mechanism which makes it have po-
tential to handle unlabelled drawing points. There are two
coupled convolutional neural networks in [8], where the first
one jointly extracts the features of the drawing points’ in-
formation and the object appearance to synthesize a set of
possible segmentation results and the second one selects the
target objects from them.

3 THE PROPOSED METHOD

3.1 Input representation

Our proposed method is based on the neural network due to
its powerful ability on features extraction and representing.
The input of our neural network consists of an original im-
age I, a fixation map FM and a position map PM . Each
map plays its own role. Specifically, the fixation map as the
interactive information and the position map as high level
object information are combined to quickly locate the rough
position of the target objects, and the original image can
provide low level information to refine the target objects.
Although one fixation is recorded by the eye tracker as a
point in the image, it does not mean that the user merely
looks at this location. So, a certain region around one fixa-
tion should be considered as an attention extent. Therefore,
we convert the fixations into the fixation map to reflect the
attention degrees of pixels. For one pixel j in the FM , its
attention degree FM(j) is estimated as:

FM(j) = max
k∈Ωfix

(
T (k)/Tmax

1 + exp(D(j, k)/τ)
) (1)

where k is one fixation in the fixation set Ωfix. There are
two factors determining FM(j): distance D and observation
duration T . If j is closer to one fixation and the observation
duration of this fixation itself is longer, it means that j also
draws more attention. Tmax indicates the longest observation
duration of all fixations and τ controls the attention extent
stimulated by the exponential function. τ is set to 20 in our
experiments. FM(j) is the maximum value among all pairs
of j and k. After normalization and scaling FM(j) to [0, 255],
the FM can be generated. The fixation map of Figure.1(a)
is illustrated in Figure.1(b).

For the position map, we utilize feature maps “conv5 3”
of the pretrained VGG-16 network [20] to compose it. These
feature maps involve high level object semantic information
which can be used to indicate rough positions of all potential
objects in an image. In details, since there are 512 channels
of “conv5 3”, we select the maximum value of each channel
and normalize them to compose our PM . The pixel with
higher value in PM indicates its high possibility belonging
to one object. Finally, we concatenate I, FM and PM as a
five-channel input tensor.

3.2 Network Architecture

3.2.1 Iteration Framework. As mentioned above, our pro-
posed method is under the iteration framework. In each iter-
ation, our network generates a pixel-wise segmentation result
S of the target objects. Then, this result is used to adjust
FM and PM in the next iteration:

FMt = FM ◦ St−1 (2)

PMt = PM ◦ St−1 (3)

where t indicates the tth iteration and “◦” is the Hadamard
product. After the normalization, I, FMt and PMt are up-
dated inputs for the tth iteration. By this adjustment, the
fixation map and the position map are re-distributed. In the
possible target objects regions indicated by St−1, the fix-
ations’ attention degree and the position possibilities are
enhanced. Conversely, the fixations’ attention degrees are
reduced and the position possibilities are decreased in the
impossible target objects regions. Thus, more accurate FMt

and PMt can further assist the network to generate improved
St in the next iteration.

3.2.2 Extraction Part. Our network consists of two main
parts. The former extraction part is a convolutional neural
network to extract the features of the target objects accord-
ing to the current input. In the convolutional neural net-
work, the standard convolution and the dilated convolution
are two general convolution operations. The standard convo-
lution is to extract features according to adjacent pixels. On
the contrary, the dilated convolution extracts features using
nonadjacent pixels with a dilation rate. The merit of the di-
lated convolution is to effectively enlarge its receptive field,
while avoid the spatial information lost induced by reducing
the image resolution [3].

In perspective of the personal target objects segmenta-
tion, the core is to explore the local contrast and the global
contrast among the target objects and other regions [18].
Once the features of the local contrast and the global con-
trast can be properly extracted and well integrated, the am-
biguity problem can also be alleviated accordingly. Corre-
sponding to the convolutional neural network, the standard
convolution and the dilated convolution can be treated to
extract features of the local and the global contrast respec-
tively due to their different receptive fields [27]. However,
since the “global” is a relative concept, it is hard to esti-
mate a very proper spatial extent for measuring the global
contrast. In some convolutional neural networks [3, 27], they
stack multiple dilated convolution layers in a row after stan-
dard convolution layers. In our opinion, although they can
alleviate the problem of the spatial extent estimation, the
local contrast and the global contrast cannot achieve a good
balance because the global contrast with higher level fea-
tures over dominates the contrast measure. In order to solve
this problem, our neural network adopts a concise interlaced
structure of the standard convolution layers and the progres-
sively higher dilated convolution layers. We control the rates
of the dilated convolutions to gradually increase their recep-
tive fields. Thus, the local contrast and the global contrast in



multiple spatial extents can be mutually embedded closely
from their low-level features to high-level features. It mean-
s that this concise interlaced structure can better extract
and integrate the features of these two kinds of contrasts
by roughly maintaining their equal importance in different
spatial extents and in different feature levels throughout the
whole features extraction.

3.2.3 Fusion Part. For the latter fusion part in our network,
we introduce the ConvLSTM component [23]. Similar to tra-
ditional gated LSTM [4], the ConvLSTM uses the memory
cells including the Cell state (C state) and the Hidden s-
tate (H state), and four gates i, f, c, o to control information
flow. It extends traditional fully connected LSTM by sub-
stituting dot products with convolutional operations in the
LSTM equations, which can preserve the spatial information
of features [22]. Different from the traditional iteration based
segmentation method [15] which only uses the previous seg-
mentation result as the current input, our iteration frame-
work also transmits the previous output states to the current
iteration as the input states. It means that our method can
use the ConvLSTM’s strong ability to store the previous fea-
tures and fuse them with current ones by the transmissions
of the Cell state and the Hidden state to further refine the
extracted features.

In terms of our model’s architecture, the features trans-
mission among iterations means that all features are correlat-
ed in the iterations and the effectiveness of their utilization
are enhanced. Corresponding to the target objects segmen-
tation, due to the interference of the ambiguity problem,
it is difficult to generate a good segmentation result of the
target objects by only once segmentation. However, even if
the iterative segmentation, a simple iterative adjustment of
the input may degrade the segmentation result rather than
improving it. In our iterations, although the adjustments of
FM and PM tend to make the segmentation result more
precise, it is also possible that the iterative segmentation re-
sult becomes incomplete simultaneously. Then, the adjusted
FM and PM may aggravate the incompletion of the seg-
mentation results in the subsequent iterations. Actually, it is
hard to achieve a perfect balance between the precision and
the completeness. Considering this possibility, the ConvLST-
M component is adopted to fuse the current features with
transmitted previous ones by utilizing its memory mechanis-
m during the iterations. It means that the current segmen-
tation result is determined by the features extracted in two
successive iterations to prevent over-segmentation. Conse-
quently, the final segmentation result actually depends on all
features extracted in our whole iterations, so it can achieve
proper balance between the precision and the completeness.

Finally, the current segmentation result is generated by an
affine convolution whose kernel size is 1×1 and a sigmoid ac-
tivation function. Since the features extracted by the former
part directly supply to the latter component, our network is
an end-to-end architecture as shown in Figure. 2.

4 EXPERIMENTS

4.1 Dataset

To the best of our knowledge, there is no public dataset
specifically designed for the fixations based personal target
object segmentation. An only related one is OSIE dataset
[24], which provides 15 users’ fixations information (location
and duration) of 700 images recorded by the eye tracker de-
vice (Eyelink 1000) and manual labeled masks of all objects
in these images. Based on OSIE dataset, we re-forged it as
an OSIE-Fixation based Personal Target Object Segmenta-
tion dataset (OSIE-FPTOS). For one user u and one image
v , if one object in the image v can obtain more than Thuv

fixations of user u’s, this object is chosen as this user’ target
object. The threshold Thuv is calculate as [Nuv\NR], where
Nuv is the number of one user u’s all fixations in the image
v. If Nuv is less than a reference number NR, the threshold
is set to 1. By analyzing the numbers and the distributions
of the fixations of all users in the whole dataset, we delib-
erately set NR to 10, which is a proper trade-off between
the numbers of one user’s fixations and target objects. After
the thresholding, we can generate one user u’s target objects
mask map for image v. We still call this mask map as ground
truth. So, we can generate 15 different ground truths for one
image according to different users’ fixations. A tuple of one
image, one user’s fixations and corresponding ground truth
is treated as one sample. Thus, in the OSIE-FPTOS, we ran-
domly select 550 images with 8250 samples as a training set,
50 images with 750 samples as a cross validation set and 100
images with 1500 samples as a test set.

4.2 Implementation Details

For our proposed model, the original image, the fixation map
and the position map are resized to 150× 200. Each sample
is iteratively trained five times. It means that the network
is updated five times during one sample training. The initial
values of Cell state and Hidden state in the ConvLSTM are
set to 0 in the first iteration. In the tth iteration, given the
ground truth G and the segmentation result St, we use the
dice coefficient as the loss function:

L = 1− 2|G · St|
|G|+ |St|

(4)

The final binary segmentation result after five iterations is
generated by a threshold as 0.5. The parameters of each type
of the layer in our model are listed in Table.1. Especially, the
Cell state and the Hidden state in the ConvLSTM are also
set to four-channel tensors whose spatial dimensions are as
same as those of the original image. We can see that our net-
work is lightweight, whose number of the trainable param-
eters is about 0.8M only. Our model is trained using Adam
[5], with single sample and learning rate 0.0001. Training
proceeds for two stages. There are 20 epochs in each stage.
In the second stage, we add the sum of all trainable vari-
ables as a regularization term in the loss function to further
enhance the generalization ability of our model, where its



Table 1: The parameters of each type of the layer.
M is the NO. of the layer.

Layer Kernel Rate Outputs Num

Conv 3×3 1 64

Dilated Conv 3×3 2M/2 64
ConvLSTM 3×3 1 4
Affine Conv 1×1 1 1

Table 2: Performances comparisons on OSIE-FPTOS
test set.

Method Jaccard Index ↑
GBOS 0.391
AVS 0.399
SOS 0.404

Unet : Iteration 1 0.578
Unet : Iteration 5 0.576

ISLD 0.592
ISLD r : Iteration 1 0.613
ISLD r : Iteration 5 0.609

Our(Stage 1): Iteration 1 0.612
Our(Stage 1): Iteration 5 0.632
Our(Stage 2): Iteration 1 0.625
Our(Stage 2): Iteration 5 0.640

weight is 0.00005. We validate the model on the cross val-
idation set every epoch by Jaccard Index (i.e. IoU). The
model which achieves the highest average Jaccard Index s-
core on the cross validation set is chosen as the final model.

4.3 Overall Performance

In order to evaluate our proposed method’s performance, we
tested it on the OSIE-FPTOS test set. The average Jaccard
Index (i.e. IoU) is used to indicate the segmentation result’s
accuracy. We evaluate our model’s performances after dif-
ferent training stages, as well as different iterative times.
Other related methods, i.e. collective objects segmentation
using fixations (SOS [7], GBOS [19]), interactive object seg-
mentation with unlabelled points (AVS [11], ISLD [8]) and
retrained ISLD (ISLD r) by OSIE-FPTOS training set, are
compared against our methods. In addition, we also trained
a wildly used segmentation network Unet [14] with our input
as another baseline. Both of Unet and retrained ISLD r are
further involved in an iteration framework, which iteratively
adjusts their inputs as our method does.

As shown in Table. 2, three hand-crafted features based
methods GBOS, AVS and SOS cannot work on our topic,
although their input modes are similar to ours. From the
performance of Unet, we can see that since this general seg-
mentation network does not design special strategy to han-
dle the ambiguity problem, it cannot well segment the target
objects. The ISLD especially after retrain, benefits from it-
s selection mechanism to alleviate the ambiguity problem,

Figure 3: One example of the whole iteration pro-
cedure. The first column shows the original image
with the fixations indicated by the magenta dots
and the ground truth of the target objects. For other
columns, the upper images are the fixation maps and
the lower image are the corresponding segmentation
results from the first iteration to the fifth iteration.

but its network with the stacking dilated convolution layers
cannot properly measure and integrate the local and glob-
al contrasts of the target objects. Meanwhile, the iteration
based Unet and ISLD r show that the iterative adjustment of
the inputs alone cannot guarantee the improvement of the
segmentation result as mentioned above. Our method can
outperform all other methods, especially adding the regular-
ization term in the loss function. It demonstrates that our
proposed neural network is reasonable and the extraction-to-
fusion strategy can better match the iteration framework.
The basic architecture of the interlaced convolution layers
and the ConvLSTM in our model can guarantee the quality
of the features of the target objects under the interference
of the ambiguity problem. Moreover, according to the itera-
tive segmentation result, the iteration framework can screen
some fixations which do not locate in the target objects and
also adjust the position map. In turn, the improved fixation
map and position map, as well as the fused features in the
previous iterations, can assist our model to generate better
segmentation result in the further iteration. Figure. 3 shows
all iterative fixation maps and corresponding segmentation
results in the whole iteration procedure. We can see that
the initial fixations sparsely locate and part of the lamp is
mistakenly segmented out in the initial segmentation result
due to the initial fixation map. Then, by the adjustments of
the iterative results, the negative influence of some fixations
which are not in the target objects’ regions can be gradually
removed accordingly and the segmentation result can also
be further improved during the iterations. More ours and
comparative segmentation results are illustrated in Figure.
4. Although there are diverse original images with various
fixations’ distributions, our method can generate better seg-
mentation results of the corresponding target objects also
in terms of visual quality. Especially, for two tough cases in
the last two columns, our method can still roughly segmen-
t different target objects according to fixations’ indications
under the complicated illumination situation.

4.4 Ablation Study

In order to analyze the contribution of each part in our net-
work, we perform an ablation study with two configurations
by re-training two networks respectively following the same



Figure 4: Some examples of the segmentation result-
s. The images from the first row to the fifth one are
the original images with fixations indicated by color
dots, our corresponding fixation maps, the ground
truth of the target objects, the segmentation results
generated by ISLD r and the segmentation results
generated by our best model reported in Table. 2.

Table 3: The ablation study of two different config-
urations of our model.

Configuration Jaccard Index ↑
Our / Interlaced Convolutions: Iteration 5 0.616

Our / States Transmission: Iteration 5 0.618

procedure in the first training stage. The performances of
these two configurations are shown in Table. 3.

4.4.1 The Interlaced Convolutions. The interlaced standard
and dilated convolutions are re-ordered in this study. It mean-
s that the six dilated convolution layers follow the six stan-
dard convolution layers. As shown in the first row of Figure
5, the cloud is segmented out because our model without the
interlaced structure cannot well balance the global contrast
and the local contrast. Moreover, from Table. 3, we can see
that our model without the interlaced structure makes its
average Jaccard Index drop to 0.616. It demonstrates that
the interlaced convolutions structure as the extraction part
is useful to improve the segmentation result by extracting ef-
fective features to measure the local contrast and the global
contrast of the personal target objects.

4.4.2 The States Transmission. In this study, all states are
set to 0 in each iteration, so there is no features transmission
in the ConvLSTM component. One pair of compared results
are shown in the second row of Figure 5. We can see that
the states transmission tends to guarantee the completeness
of the target object. In terms of Table. 3, without the s-
tates transmission in the iterations, the performance drops
to 0.618. The comparison presents that the ConvLSTM com-
ponent as the fusion part is important to refine features by
fusing them in the whole iterations. It makes our iteration
framework more powerful and effective by not only the input
adjustment but also the features fusion.

Figure 5: Two comparisons in the ablation study.
The first row and the second row correspond to
the two configurations of the interlaced convolutions
and the states transmission respectively. The images
from left to right are original images with fixations,
ground truths, segmentation results of our proposed
method and the ablation study.

4.5 Discussion

Although our method can achieve better performance, the
fixations based personal target objects segmentation is still
one tough topic. Even if the fixations can be screened by our
proposed method to some extent, there are still two main
problems for the segmentation accuracy: one is complicated
semantic problem; the other is the size of the target object.
On one hand, for the complicated semantic problem, it is in-
duced by one object including prominent semantic regions.
For example, a face is the prominent semantic information
which can draw most fixations, but it is confused to predict
that the target object is the face only or the whole person.
On the other hand, the numbers and distributions of the
fixations are quite different in the target objects with vari-
ous sizes. It further aggravates the ambiguity problem and
degrade the segmentation quality. So, the solutions of these
two problems may be possible directions for improving our
work in future.

5 CONCLUSION

In this paper, we explore the fixation as the emergent interac-
tive mode to develop our iterative neural network for the per-
sonal target objects segmentation. The interlaced structure
of the convolution layers and the ConvLSTM component
compose the basic architecture of our neural network. More-
over, we take advantages of the iterative framework and the
extraction-to-fusion strategy to handle the ambiguity prob-
lem induced by the fixations and improve the segmentation
result mutually. The iteration framework also reduces the
burden of our model to make it more effective and light-
weight. The proposed method can be applied in the inter-
active object-aware image processing applications to fulfill
personalized services.
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