3528

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 30, 2021

Hierarchical Alternate Interaction Network
for RGB-D Salient Object Detection

Gongyang Li*, Member, IEEE, Zhi Liu

, Senior Member, IEEE, Minyu Chen™, Zhen Bai,

Weisi Lin™, Fellow, IEEE, and Haibin Ling

Abstract— Existing RGB-D Salient Object Detection (SOD)
methods take advantage of depth cues to improve the detection
accuracy, while pay insufficient attention to the quality of depth
information. In practice, a depth map is often with uneven quality
and sometimes suffers from distractors, due to various factors in
the acquisition procedure. In this article, to mitigate distractors in
depth maps and highlight salient objects in RGB images, we pro-
pose a Hierarchical Alternate Interactions Network (HAINet) for
RGB-D SOD. Specifically, HAINet consists of three key stages:
feature encoding, cross-modal alternate interaction, and saliency
reasoning. The main innovation in HAINet is the Hierarchical
Alternate Interaction Module (HAIM), which plays a key role
in the second stage for cross-modal feature interaction. HAIM
first uses RGB features to filter distractors in depth features,
and then the purified depth features are exploited to enhance
RGRB features in turn. The alternate RGB-depth-RGB interaction
proceeds in a hierarchical manner, which progressively integrates
local and global contexts within a single feature scale. In addition,
we adopt a hybrid loss function to facilitate the training of
HAINet. Extensive experiments on seven datasets demonstrate
that our HAINet not only achieves competitive performance as
compared with 19 relevant state-of-the-art methods, but also
reaches a real-time processing speed of 43 fps on a single NVIDIA
Titan X GPU. The code and results of our method are available
at https://github.com/MathLee/HAINet.

Index Terms—RGB-D salient object detection, hierarchical
structure, alternate interaction.

I. INTRODUCTION

ALIENT object detection (SOD) is an essential and impor-
tant task in computer vision. The goal of SOD is to
detect and highlight the most salient objects in visual input,
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Fig. 1. Examples of depth maps with good, fair and poor quality (from
top to bottom), from the DES [42], NJU2K [43] and NLPR [44] datasets,
respectively. GT represents ground truth.

such as color images, RGB-D images and videos. It has
been applied to many other computer vision tasks, such as
visual tracking [1], image captioning [2], weakly supervised
learning [3], object segmentation [4], [5], efc. Several surveys
on color image SOD [6]-[8], RGB-D SOD [9], [10] and
video SOD [11], [12] summarize recent developments of
SOD in detail. Since the distance-to-camera cues of depth
maps naturally supplement appearance information from RGB
images for SOD, RGB-D SOD has recently attracted increas-
ing amount of research attention, especially considering the
popularity of affordable RGB-D sensors. Numerous RGB-D
SOD methods [13]-[41] have been proposed for this purpose
and substantial advancements have been achieved.

Recently, deep learning has shown tremendous capabilities
in various computer vision tasks, especially the pixel-level pre-
diction task. The performance of the latest deep learning-based
RGB-D SOD methods [16]-[20] surpasses that of traditional
RGB-D SOD methods [45]-[49] by a large margin. Traditional
RGB-D SOD methods usually regard the depth map as a prior
and extract the distance information by hand-crafted operators
to assist SOD. Deep learning-based RGB-D SOD methods,
which are usually data-driven, change the mindset and adap-
tively explore complementary information in depth maps in an
end-to-end fashion.

However, in both traditional and deep learning-based meth-
ods, most works often ignore the quality of depth maps. As
a result, the distractors in depth maps often bring troubles to
RGB-D SOD. In Fig. 1, we show some examples of depth
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maps with different qualities, i.e., good, fair and poor, from
existing datasets. Obviously, a good depth map shows clear
boundary and accurate localization of the object. A fair one
can basically locate the object, but has fuzzy boundary. A
poor one fails to provide reliable information, may even has
a negative impact on RGB features in the cross-modal feature
interaction, and consequently hurts the SOD performance.
Only a few previous studies have considered the distractors
in depth maps and proposed several anti-jamming modules.
For example, contrast enhanced net [50] enhances the contrast
of depth maps; two-phase depth estimation [21] enlarges the
depth differences of depth maps; depth depurator unit [9]
judges the quality of depth maps; and cross-modal attention
unit [26] selects useful regions from depth maps.

Inspired by the above observation, in this article, we focus
on reducing the negative effects of inaccurate depth maps and
exploring efficient cross-modal interactions. For this purpose,
we propose a novel Hierarchical Alternate Interaction Module
(HAIM), which is based on the Alternate Interaction Unit
(AIU). AIU follows the RGB-depth-RGB flow for purify-
ing depth features (RGB-depth modulation) and enhancing
RGB features (depth-RGB feedback). To further increase the
efficiency of AIU within a single feature scale, we extend
AIU to a hierarchical version. Furthermore, to select key
features from multiple AIUs, we perform feature re-weighting
via channel attention mechanism. In summary, our module
has three advantages different from [9], [21], [26], [50]: the
flexible modulation-feedback mechanism (AIU), the ability to
capture local and global contexts (hierarchical structure), and
the adaptive feature re-weighting operation (channel attention).

To use HAIM for RGB-D SOD, we embed HAIM into an
encoding-reasoning architecture at multiple feature scales, and
propose a simple yet effective Hierarchical Alternate Interac-
tion Network (HAINet). Being a feature fusion-based method,
HAINet works in three sequential stages: feature encoding,
cross-modal alternate interaction, and saliency reasoning. Fea-
ture encoding is responsible for extracting RGB and depth
features using a two-stream backbone. Cross-modal alternate
interaction, as its name suggests, is in charge of interaction
and communication of cross-modal features in HAIM. Finally,
the reasoning stage is responsible for the emergence of specific
salient objects based on the output of the second stage. In
this way, the proposed HAINet fully exploits the potential of
HAIM with the effective encoding-reasoning architecture, and
overcomes the uncertainty in depth map quality and generates
accurate saliency maps.

Our major contributions are summarized as follows:

« We propose a novel Hierarchical Alternate Interaction
Module (HAIM), following the RGB-depth-RGB flow
paradigm, to effectively enhance the cross-modal inter-
actions between RGB and depth features. In HAIM,
the hierarchical structure provides contextual features; the
alternate interaction unit performs modulation-feedback
mechanism progressively; and the feature re-weighting
aims at keeping the most valuable information.

« We apply HAIM to an encoding-reasoning architecture at
multiple feature scales, and propose a simple yet effective
Hierarchical Alternate Interaction Network (HAINet) for
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RGB-D SOD, which successfully mitigates distractors
in depth maps and accurately highlights specific salient
objects in RGB images.

« Comprehensive experiments on seven popular benchmark
datasets under five widely used evaluation metrics demon-
strate that the proposed HAINet is very competitive to
19 state-of-the-art RGB-D SOD methods, and runs at 43
fps on a single NVIDIA Titan X GPU.

The rest of this article is organized as follows: we review the
related work of RGB-D SOD in Sec. II; we elaborate the pro-
posed HAINet in Sec. III; we conduct extensive experiments
to confirm the superiority and effectiveness of our HAINet in
Sec. IV; and we give the conclusion in Sec. V.

II. RELATED WORK

In this section, we briefly review existing representative
works on RGB-D salient object detection, including traditional
(non-deep learning) methods and deep learning-based meth-
ods, and salient object detection on multiple visual media,
including color image, light field image and RGB-T image.

A. Traditional RGB-D Salient Object Detection

Many efforts have been spent on investigating traditional
(non-deep learning) methods for RGB-D SOD. Their aims
are to mine the distance cues of depth maps based on var-
ious hand-crafted features. Niu et al. [51] tried stereoscopic
saliency detection for the first time and proposed the STEREO
dataset. They computed the disparity map between left and
right views of a stereoscopic image to extract depth cues.
Following [51], some studies [44]-[46] also obtain depth cues
from stereoscopic images, and used their contrast information.
Different from above methods, Li er al. [48] utilized the
distance clues contained in light field images. Subsequently,
Cheng et al. [42] and Peng et al. [44] built the DES dataset and
NLPR dataset, respectively, for RGB-D SOD. Both datasets
directly provide depth maps collected by the Kinect device.

The emergence of these datasets largely stimulates the
study in RGB-D SOD. Ren et al. [52] captured the depth
prior and regarded it as one of the global prior. In [53],
Feng et al. re-weighted the local background enclosure feature
with depth and spatial prior. Guo et al. [54] introduced the
cellular automata to iteratively propagate the initial saliency
map to generate the final one. Wang et al. [55] obtained depth
saliency, depth bias and 3D prior from the depth map, and
employed minimum barrier distance for saliency optimization.
In [13], Song et al. applied the multi-scale pre-segmentation
and multi-level saliency computation to color image and depth
map, and then fused them. Based on the existing color image
SOD methods, Cong et al. [22] proposed a transformation
strategy to incorporate depth map into those methods to
boost the performance of RGB-D SOD. Contrary to [22],
Xiao et al. [15] introduced the pseudo depth to color image
SOD, which achieves promising performance on color image
SOD.

Although these traditional methods have achieved promis-
ing performance, the distractors in depth maps and the
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hand-crafted features limit their generalization. We pay atten-
tion to the quality of depth maps and aim to mitigate negative
impact of distractors. Concretely, we adapt the Convolutional
Neural Network (CNN) to learn unique characteristics of
the data through specific encoding-reasoning architecture and
HAIMs.

B. Deep Learning-Based RGB-D Salient Object Detection

In recent years, deep learning-based methods have achieved
significant progress in RGB-D SOD. Among the first such
studies, Shigematsu et al. [56] and Qu et al. [57] employed
CNNs to RGB-D SOD. Although their network architectures
are relatively straightforward, the performance is significantly
improved. Subsequently, many works based on novel tech-
nologies, such as uncertainty learning [27], collaborative learn-
ing [28], joint learning [19], attention mechanism [20], [25],
[58], graph neural network [35] and generative adversarial
network [24], [59], were proposed.

The result fusion strategy [60], [61], single-stream strat-
egy [33], [62] and two-stream cross-modal fusion strategy
are three popular strategies, especially the last one. For
typical examples, Li et al. [16] proposed a cross-modal
depth-weighted combination block to further enhance RGB
features with depth features. In [17], they proposed a
cross-modal cross-scale module to enhance RGB features
across scale. Chen et al. [38], [63]-[67] exploited the
cross-modal fusion strategy in all its aspects, and pro-
posed some effective methods, including cross-view trans-
fer and multiview fusion [63], complementarity-aware fusion
module [64], multi-scale multi-path and cross-modal inter-
actions [65], three-stream attention-aware network [66],
cross-level feedback fusion [67], and disentangled cross-modal
fusion [38]. Piao et al. [68] proposed the depth-induced
multi-scale weighting module to fuse multi-level refined fea-
tures. In [18], Piao et al. proposed an efficient network with
an adaptive and attentive depth distiller. Zhou et al. [23]
fused both five-level features from RGB and depth stream to
directly capture the complementary information. Fan et al. [29]
employed the bifurcated backbone strategy to a cascaded
refinement network, resulting in an effective teacher and
student network. Chen et al. [31] fused depth features and
RGB features alternately and progressively in an asymmetric
network. Li er al. [32] designed the cross-modality feature
modulation module to learn pixel-wise affine transformation
parameters from the depth features for modulating RGB
features. In [30], the dynamic dilated pyramid module was
proposed to generate region-aware dynamic filters to decode
RGB features. Zhang et al. [34] used a flow ladder module and
a lightweight depth network for accurate saliency detection.
Zhang et al. [69] introduced holistic aggregation paths and an
extra bottom-up decoder network to enrich the cross-modal
feature aggregation. Zhao et al. [70] proposed an effective
gated dual branch structure to control the transmission of the
valuable context information from the encoder to the decoder.
Based on Siamese architecture, Fu et al. [71] combined the
joint learning with the densely cooperative fusion to effectively
exploit cross-modal complementarity. In [72], Chen ef al. pro-
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posed the first 3D CNNs-based method for RGB-D SOD.
Zhang et al. [73] extended the common foreground-first
attention and proposed the bilateral attention mechanism,
including foreground-first and background-first attention. The
above deep learning-based methods have largely boosted the
study of RGB-D SOD, however, the quality of depth map
remained ignored.

Differently, Zhao et al. [50] trained a contrast-enhanced
network to improve the quality of depth maps. This spe-
cific design made depth map much clearer and its regions
more consistent, resulting in good performance. Similarly,
Chen et al. [74] proposed an enhancement-and-fusion frame-
work, which first generates a hint map to resolve the
low-quality issue of depth maps. Chen et al. [21] introduced
the two-phase depth estimation, which consists of coarse-level
and second-round depth estimation, to large the depth dif-
ferences of depth maps. The enhanced depth maps benefited
subsequent selective saliency fusion. Fan et al. [9] designed
the depth depurator unit to determine the quality of depth
maps and discarded the poor ones in the pipeline. This method
directly eliminates the distractors in poor depth maps at the
source. Zhang et al. [26] selected useful regions from depth
and RGB features in the cross-modal attention unit. The region
selection operation was embedded into the network, and it was
trained in an adaptive manner.

Inspired by the previous studies mentioned above, in this
work, we focus on reducing the distractors in depth maps
and propose a simple yet effective solution named HAINet,
which is equipped with multiple novel HAIMs. Different
from [21], [50], which separate the improvement of depth
map quality and the inference of saliency map, our HAINet
takes both into account and integrate them for RGB-D SOD.
Instead of abandoning depth maps with poor quality as in [9],
our HAINet aims to mine as much information as possible
from depth maps, even from poor-quality ones. Compared
with [26], which operates region selection in parallel, our
HAINet performs RGB-depth-RGB interactions in a more
effectively hierarchical and alternate manner. Thus, with all
these advantages combined together, our HAINet can signifi-
cantly overcome the negative effects of depth maps with poor
quality and can successfully reason specific salient objects in
the encoding-reasoning architecture.

C. Salient Object Detection on Multiple Visual Media

1) Image Salient Object Detection: Saliency detection was
first developed on images by Itti et al. [75]. With the devel-
opment of the last two decades, tremendous image SOD
methods [6]-[8] have been proposed and widely used in
other tasks. Traditional image SOD methods focus on utilizing
low-level hand-crafted features, such as color, contrast, and
object prior. Cheng et al. [76] proposed the famous global
contrast based SOD method. Liu et al. [77] proposed a
novel saliency tree framework for SOD. Wang et al. [78]
introduced regional object-sensitive descriptors, including the
objectness descriptor and the image-specific backgroundness
descriptor, into SOD. Deep-learning based methods focus on
encoding high-level semantic features and achieve superior
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performance in image SOD. Wang et al. [79] proposed an
iterative refinement strategy for image SOD and employed it
in a recurrent fully convolutional network. Hou et al. [80]
introduced the deep supervision and short connections, which
have a great influence on subsequent methods, into image
SOD. Huang et al. [81] developed a multi-level feature
integration and multi-scale feature fusion based network for
SOD. Liu et al. [82] proposed the pixel-wise contextual
attention mechanism to select informative context regions for
each pixel, which improves the pixel-level accuracy in the
generated saliency map. In summary, RGB-D SOD methods
are influenced by image SOD methods, and the strategies such
as contrast and object prior are often applied in RGB-D SOD
methods. However, the difference is that the key to RGB-D
SOD lies in how to effectively mine the complementary
information in the depth map.

2) Light Field Salient Object Detection: RGB-D image pair
is the 3D data, while light field is the 4D data. The Light
Field (LF) can record multiple viewpoints in one single shot,
generating many 2D images with different viewpoint angles.
These images imply with depth information and 3D shape
information, and they can synthesize focal stack maps, depth
maps and all-focus images.

Traditional methods for LF SOD are also based on
hand-crafted features. Li ef al. [83] proposed the first LF SOD
method which exploits focusness, objectness and background
prior. Later, Li et al. [84] developed a universal SOD frame-
work based on weighted sparse coding to handle 2D, 3D and
4D data. Moreover, Zhang et al. [85] extracted the contrast
saliency and background slice on depth map, all-focus map and
focal stack maps. Zhang er al. [86] first generated the saliency
priors in color, depth and flow cues from light-field images,
then they enhanced saliency maps by location prior and
refined them with the structure cue. These methods gradually
excavated the depth and multi-view information of light field
image and improved the accuracy of LF SOD.

Recently, the deep learning-based methods have signifi-
cantly promoted the development of LF SOD. Wang et al. [87],
Piao et al. [88], and Zhang et al. [89] successively
proposed three light field saliency detection datasets,
which contain 1,465, 1,580 and 1,462 images, respectively.
Wang et al. [87] focused on effectively combining features
of all-focus images and focal stacks in a two-stream net-
work. Piao er al. [88] decomposed SOD into light field
synthesis task and light-field-driven saliency detection task.
Memory-oriented decoder is proposed by Zhang et al. [89]
for deeply exploring and comprehensively exploiting internal
correlation of focal slices. Notably, Zhang et al. [90] pointed
out that these methods [87]-[89] were based on focal stacks
and all-focal images, and they ignored the angular information
in raw light field data. So, a method based on multiple
viewpoint angles was proposed for LF SOD. Overall, light
field images provide more focusness information and angular
information than RGB-D images which only contain limited
distance information. However, this also raises the problem of
how to best integrate and utilize multi-modal information of
light field images. We believe that the massive RGB-D SOD
methods can provide some reference for LF SOD.
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3) RGB-T Salient Object Detection: RGB-T salient object
detection [91] is also a multi-modal SOD task, which is
similar to the RGB-D SOD task. Specifically, ‘T" refers to
thermal infrared image, which is captured by thermal infrared
camera. Compared with depth map, thermal infrared image
is not limited by distance, but is easily affected by ambient
temperature and has a lower resolution. Wang et al. [91] and
Tang et al. [92] made the first attempt to RGB-T SOD, and
proposed the first RGB-T SOD dataset, namely VT821 dataset.
Tu et al. [93] performed multi-modal multi-scale manifold
ranking on the superpixel-based graph, achieving saliency
calculation. Recently, Tu er al. [94] created a new dataset,
called VT1000, which contains 1,000 aligned RGB and
thermal image pairs, and proposed a novel graph learn-
ing based method. Similar to most RGB-D SOD methods,
Zhang et al. [95] proposed a multi-level feature fusion based
network for RGB-T SOD. They designed a adjacent-depth
features combination module for features extraction and
a multi-branch group fusion module for capturing com-
plementary features. Tu et al. [96] proposed an effective
multi-interaction encoder-decoder network to explore the
cross-modal complementarity among different modalities, dif-
ferent layers and local-global information. Considering the
similarities between RGB-D SOD and RGB-T SOD tasks,
we think that an excellent multi-modality architecture should
perform well on both tasks.

III. METHODOLOGY

In this section, we elaborate the proposed Hierarchi-
cal Alternate Interaction Network (HAINet). In Sec. III-A,
we present the overview and motivation of our HAINet. In
Sec. III-B, we describe the details of Hierarchical Alternate
Interaction Module (HAIM). In Sec. III-C, we provide the
implementation details.

A. Network Overview and Motivation

The proposed HAINet is based on the encoding-reasoning
architecture. As illustrated in Fig. 2, HAINet consists of fea-
ture encoding, cross-modal alternate interaction and saliency
reasoning.

1) Feature Encoding: Considering the computation effi-
ciency, we employ the relatively shallow VGG-16 [97] for
feature encoding and remove the last max-pooling layer and
three fully connected layers. As shown in Fig. 2, the RGB
image and depth map are encoded separately through the
two-stream modified VGG-16. These encoded blocks of RGB
image and depth map are denoted by R-FE®) and D-FE®)
(t e {1,2,3,4,5} is the block index), respectively. The
effective feature encoding structure is widely used in recent
RGB-D SOD methods [16], [17], [32], [63], [66]. Notably,
for each block, we only operate on the feature map of the last
convolutional layer, i.e., F, of R-FE®) and Fiy of D-FE®,
The input resolutions of RGB image and depth map are set to
352 x 352 x 3 and 352 x 352 x 1, respectively.

2) Hierarchical Alternate Interaction Module: For the
cross-modal RGB features and depth features, the interactions
between them are crucial. Several common interactions in
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Fig. 2. Pipeline of the proposed HAINet. The left part shows that our HAINet contains three key stages: feature encoding, cross-modal alternate interaction
and saliency reasoning. First, the feature encoding network extracts features from RGB image and depth map. Then, these cross-modal features are fed to
Hierarchical Alternate Interaction Modules (HAIMs) for purifying depth features and enhancing RGB features (details of HAIM are shown on the right
part). Finally, the output features of HAIMs are transferred to the saliency reasoning network for highlighting salient objects. Notably, at the training phase,
the pixel-level supervision from the ground truth is attached to saliency reasoning network.

previous methods, such as multiplication-summation [16], [17]
and concatenation-attention [66], [67], have been widely
adopted. For multiplication-summation, depth features are
used to modulate RGB features for feature enhancement; for
concatenation-attention, the channel attention is applied to the
concatenated features for feature screening. Different from
previous methods, we aim at modeling an effective interaction
which can filter distractors in depth features.

As shown in the bottom row of Fig. 1, although distance
clues in the poor depth map may lead confusion, the RGB
image shows color contrast. Thus motivated, we attempt
to adopt RGB features for distractors filtering in depth
features and propose the attention-multiplication interaction.
Then, we employ the attention-multiplication interaction for
distractors filtering, and we further enhance RGB features
with the purified depth features similar to [16], [17]. Hence,
we name the above interactions as modulation-feedback
mechanism, and implement it in the Alternate Interaction
Unit (AIU).

Moreover, we employ AIU in a hierarchical structure, which
processes features with four parallel dilated convolutions [98].
Dilated rates of these dilated convolutions are incremental,
which can capture local and global contexts. We believe that
the kernel complementarity within a feature scale is necessary.
As shown in Fig. 2, starting from the first branch, the output of
former AIU will participate in the next modulation-feedback
processing in the latter AIU, named progressive fusion. The
hierarchical structure perfectly fits AIUs, generating features
with rich contextual information.

To further effectively screen features and keep the
most valuable information, we design an adaptive feature
re-weighting operation to pay attention to four groups of
enhanced RGB features discriminatively. With all these
novel components working together, the proposed HAIM
effectively overcomes the distractors in depth features and
meanwhile fuses useful information from RGB and depth
features. We introduce HAIM in detail in Sec. III-B, and
examine the effectiveness of HAIM and its components
in Sec. IV-C.

3) Saliency Reasoning: The saliency reasoning network
is designed corresponding to the feature encoding network.
These reasoning blocks are represented as Rsn') (t € {1,2,
3,4, 5} is the block index). Each Rsn”) block consists of two
(Rsn"™?) or three (Rsn®™) convolutional layers and one
deconvolutional layer. It receives features from the former
block and the corresponding HAIM for progressive reasoning,
where the deconvolutional layer is used to gradually restore
the resolution.

4) Hybrid Loss: At the training phase, we employ a hybrid
loss, composed of the Binary Cross-Entropy (BCE) loss and
the Intersection-Over-Union (IOU) loss [99], to effectively
train our HAINet. The pixel-level BCE loss and map-level
IOU loss complement each other. We arrange the hybrid loss
immediately after each Rsn®) block, as shown in Fig. 2. This
deep supervision [100] not only makes our HAINet converge
quickly, but also improves the accuracy of saliency reasoning.
We represent the formulation and ablation study of hybrid Loss
in Sec. III-C and Sec. IV-C, respectively.
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B. Hierarchical Alternate Interaction Module

Hierarchical Alternate Interaction Module is the key com-
ponent of HAINet. It bridges the feature encoding network and
saliency reasoning network, and is responsible for distractors
filtering and enhancement in the cross-modal features. The
details of HAIM-1 is illustrated in the right part of Fig. 2.
There are three main components in HAIM: hierarchical
branches, alternate interaction unit and feature re-weighting
operation. In the following, we elaborate HAIM based on these
three main components.

1) Hierarchical Branches: The sizes of RGB features Fj
and depth features F, are both defined as Rehxwn e
perform four hierarchical dilated convolutions on F% and
F/, with incremental dilated rates. These operations can be
formulated as:

Sit = conv(Fi; Wh, ), i e{1,2,3,4}, M
fiji = conv(Fj; W' i), i €{l1,2,3,4}, @)

where { f0, f ;’i} € Re/#>xwi gre the hierarchical features of
RGB branch and depth branch, conv(x; W’ A ri) is the dilated
convolution with parameters W’ i (i.e., 3x3 kernel) and dilated
rate rie(1,2,3,4) = {1,3,5,7}, and i is the branch index. These
dilated convolutions do not increase the computation, but large
the receptive field. f i’i and f ;,” effectively capture local and
global contexts of F%, and F},, and they will benefit subsequent
interactions in AIU.

2) Alternate Interaction Unit: As the AIU-1 shown
in Fig. 2, there are several channel attention (CA) [101] and
spatial attention (SA) operations in AIU, which are defined as
follows:

CA(f) = FC, (FCy(GMPy(f))), 3)
SA(f) = convs (GMP.(f)), “)

where FC,(-) is the fully connected layer with sigmoid
activation function, FCy(-) is the fully connected layer with
ReLU activation function, GMP;(-) is the spatial-wise global
max pooling operation, GMP.(-) is the channel-wise global
max pooling operation, convy, (-) is the convolutional layer
with sigmoid activation function, and f is the input feature.

Specifically, in AIU, we first apply the CA operation to the
RGB branch, achieving CA map ACy' € R/* which is
used to enhance features from RGB branch. Then, we apply
the SA operation to the enhanced RGB features, achieving
SA map AS;' e RP>r Different from ACg', ASy' is
used to modulate features from depth branch for distractors
filtering. We also add the modulated depth branch features
to the original ones for contrast enhancement, achieving the
RGB-depth modulation features f i; This modulation process
can be computed as:

[ =SACAUHo Y fi e fi.  ©)

where © is the channel-wise multiplication, ® is the
element-wise multiplication, and & is the element-wise sum-
mation. .

Then, we apply the CA and SA operation to f ;’(5, achieving
ACy e R/ and AS)' e R one after another.
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Fig. 3. Feature visualization in HAIM-3 and AIU-1 of HAIM-3. f f’l is the
input RGB feature of AIU-1 in HAIM-3, while f Z’ZL is the output feature of

AIU-1 in HAIM-3. F3, is the input RGB feature of HAIM-3, while F3 ) is
the output feature of HAIM-3.

ASID’i is in charge of enhancing RGB branch features, called
depth-RGB feedback. The depth-RGB feedback features f ;,;
can be computed as:

i =SACA(fEH O fL) ® i, ()

wh¢re f;’rl is also the output feature of AIU-i, denoted as
ff;ilu = Rc,/élxh,xw,'

In AIU, the interaction flow follows the RGB-depth-RGB
manner, activating the modulation-feedback mechanism.
Notably, as HAIM shown in Fig. 2, the previous f;’ilu
will participate in the next modulation-feedback processing.
This progressive manner fuses the local and global features
more effectively, and increases interactions among different
branches. So, at the i-th branch, f i’i in Eq. 5 and Eq. 6 should
be re-written as follows:

. b | =1
ft,l _ roo 1 L=
ro i t,i— .
ff’jl@faiu b l_253»4~
After finishing all the modulation-feedback processing,

we integrate features from four AIUs and obtain the contextual
feature F! ; € R/t a5 follows:

t,1 1,2 t,3 t,4
F;d = Concat(faiu’ faiu’ faiu’ faiu)’ (8)

where concat(-) is the cross-channel concatenation. With the
above effective operations, F; ’ contains rich contents of salient
objects.

3) Feature Re-Weighting: Hierarchical convolutional lay-
ers with different receptive fields of HAIM have different
responses to salient objects. Therefore, we decide to re-weight
Fi . for further feature screening. For effectiveness, we mod-
ulate F/, in a channel-wise manner with AC' € Rl
generated from the adaptive CA operation, achieving more
valuable feature ﬁ’r 4+ The channel-wise feature re-weighting
operation can be formulated as:

(N

Fi,=CA(F ) OF,. 9)

ﬁ’i 4 is purely reliant on the input feature F’ ,, which greatly
enhances the flexibility of this adaptive manner.

Moreover, to preserve the original color contents, we stack
F, to ﬁ’r 4 through the element-wise summation, achieving
the output feature lA?‘tR p € Rehxwi of HAIM-. Particularly,
in HAIM-¢, the size of output feature is half of the size of
input feature, i.e., ¢; X hy X wy v.5. 2 X (¢; X hy X wy). HAIM
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effectively reduces the size of input feature, and enhances the
valuable contents of salient objects of output feature.

In Fig. 3, we visualize features! in HAIM-3 and AIU-1
of HAIM-3 to verify the effectiveness of AIU and HAIM.
Concretely, in AIU-1 of HAIM-3, f f’l is the input RGB
feature and f ?”L is the output feature. The salient object in
f f 'l is unrecognizable. After the RGB-depth-RGB interaction,
the salient object is successfully highlighted in f 3’1'20 which
visually demonstrates that our modulation-feedback mecha-
nism in AIU is effective. In HAIM-3, F% is the input RGB
feature of HAIM-3 and F3 p 18 the output feature of HAIM-3.
The salient object in F§ almost disappears, especially in
the bottom example of Fig. 3. With the assistance of three
main components in HAIM, the salient regions are accu-
rately highlighted in F3 ), which proves that the combina-
tion of the three important components in our HAIM is
reasonable and effective. In summary, our AIU and HAIM
can overcome the low-quality situation of depth map, and
produce high-quality features for subsequent salient object

prediction.
4) Embedding HAIMs Into Encoding-Reasoning
Architecture: Finally, we embed five HAIMs into the

encoding-reasoning architecture, building the novel HAINet.
Concretely, HAIM receives the cross-modal features from
feature encoding network and produces valuable features for
saliency reasoning network. It is worth noting that HAINet
is extremely effective, running at 43 fps in our experiments,
due to the seamless integration of HAIMs and network
architecture.

C. Implementation Details

1) Total Loss Function: As shown in Fig. 2, each Rsn®
block reasons a predicted saliency map, denoted as S). Each
S® is supervised by the GT (G) with the hybrid BCE loss and
IOU loss for enhancing content representation at the training
phase. We denote the total loss function as L, which can be
formulated as:

L= (£2.@p$9),6) + £, wp$), ), (10)
=1
where ’Cl(fc)e (-, -) represents the BCE loss, L:l(;)u (-, -) represents
the IOU loss, and up(-) represents the bilinear upsampling that
unsamples S to the same resolution as G.

2) Network Training Protocol: We implement the pro-
posed HAINet by PyTorch [102] with an NVIDIA Titan X
GPU. Following [17], [63], the proposed HAINet is trained
on a composite training set, including 1,400 samples from
NJU2K [43] dataset and 650 samples from NLPR [44] dataset.
At the training phase, all the training triplets first are resized to
352 x 352, and then they are augmented by randomly flipping,
clipping and rotating. The initial parameters of the feature
encoding network are adopted from the pre-trained VGG-16
model [97]. The normal distribution [103] is employed to

IWe first compute the element-wise sum of feature maps, and then
element-wisely divide by the number of feature maps, obtaining the average
of feature maps for visualization.
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initialize the parameters of all the newly added layers. The
initial learning rate is set to 10~*, which will be divided
by 10 when training loss reaches a flat. We use the Adam
optimizer [104] to train our HAINet with batch size of 5 for
59 epochs.

IV. EXPERIMENTAL RESULTS
A. Datasets and Evaluation Metrics

1) Datasets: We evaluate the proposed method on seven
public benchmark datasets in this article.

STEREO [51] is the first stereoscopic image SOD dataset.
It contains 1,000 pairs of binocular images, which are mainly
collected from the Internet with coarse depth quality.

NJU2K [43] includes 2,003 stereo image pairs with various
resolutions. Among these image pairs, 1,400 are used as
training set, 100 are used as validation set, and the remaining
are used as testing set.

DES [42] is a small dataset comprises 135 simple RGB-D
images, with only one object in each image, from seven indoor
scenes.

NLPR [44] consists of 1,000 images from 11 types of
indoor and outdoor scenes. Among them, 650 images are used
as training set, 50 images as validation set, and the remaining
300 images as testing set.

SIP [9] is the recently released dataset containing
929 images, which are designed for salient person detection
and captured by a smart phone with high-quality depth map.

DUTLEF-Depth [68] is a recent popular dataset for RGB-D
SOD, and it consists of 1,200 images from 800 indoor and
400 outdoor scenes, which are challenging and complex.

ReDWeb-S [105] consists of 3,179 images from various
real-world scenes, and it is a new large-scale challenging
dataset for RGB-D SOD with high-quality depth maps.

2) Evaluation Metrics: S-measure (S;, A = 0.5) [106], max-
imum F-measure (Fpg, ,[)’2 = 0.3) [107], maximum E-measure
(&) [108], weighted F-measure (F b" , %z 1) [109] and Mean
Absolute Error (MAE, M) are five widely used evaluation
metrics in RGB-D SOD. The above metrics evaluate per-
formance from multiple different aspects. We adopt them to
quantitatively evaluate the performance of our method and
other compared methods. We use the evaluation tool® provided
by Fan et al. [9] to evaluate all methods.

S-measure focuses on measuring the structural similarity,
which considers region-aware and object-aware structural sim-
ilarity simultaneously. F-measure expresses different prefer-
ences for Precision (P) and Recall (R), which are defined
as P = ‘S(VTTGl and R = ‘S(‘lémGl, respectively; where sM
and G denote respectively the predicted saliency map and
ground truth. We pay more attention to precision in the article.
E-measure is based on the cognitive characteristics of human
vision system, which measures the local pixel-level errors and
the global image-level errors together. Weighted F-measure
measures the predicted pixels of saliency map according to
their location and their neighborhood, which extends the
basic F-measure to non-binary values. MAE measures the
pixel-level errors between saliency map and ground truth.

2http://dpfan.net/d3netbenchmark/
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TABLE I

QUANTITATIVE PERFORMANCE COMPARISON OF OUR METHOD AND OTHER 12 STATE-OF-THE-ART CNN-BASED METHODS, WHICH ARE TRAINED
ON NJU2K [43] AND NLPR [44], ON FIVE DATASETS, INCLUDING STEREO [51], NJU2K [43], DES [42], NLPR [44], AND SIP [9], WITH
S-MEASURE, MAXIMUM F-MEASURE, MAXIMUM E-MEASURE, WEIGHTED F-MEASURE AND MAE. WE ALSO REPORT THE FRAMES PER
SECOND (FPS). 1 AND | INDICATE LARGER AND SMALLER IS BETTER, RESPECTIVELY. THE TOP THREE RESULTS
ARE MARKED IN RED, BLUE AND GREEN

Models ‘FPST‘ STEREO [51] ‘ NJU2K-T [43] ‘ DES [42] ‘ NLPR-T [44] ‘ SIP [9]
| sttt Ayt MU|sit Bt gt Bt MU|Sit Fot gt Rt MU|Sit Fot gt Ft MU[Sit Fat £t Fy 1 M
DFi7 [57] 0.1 |.757 .757 847 .549 .141|.763 .804 .864 .591 .141|.752 .766 .870 .518 .093|.802 .778 .880 .584 .085|.653 .657 .759 .406 .185
CTMF ;5 [63] 2 1.848 831 912 .698 .086|.849 .845 913 .720 .085|.863 .844 932 .686 .055|.860 .825 .929 .679 .056|.716 .694 .829 .535 .139
PCFi5 [64] 17 |.875 .860 .925 .778 .064 |.877 .872 .924 .803 .059 |.842 .804 .893 .714 .049|.874 .841 .925 .762 .044|.842 .838 901 .768 .071
AFNetg [61] 33 | .825 .823 .887 .752 .075|.772 .775 .853 .696 .100|.770 .728 .881 .641 .068|.799 .771 .879 .693 .058|.720 .712 819 .617 .118
MMClILy [65] 20 |.873 .863 .927 .760 .068 |.858 .852 .915 .738 .079 |.848 .822 .928 .650 .065|.856 .815 913 .676 .059|.833 .818 .897 .712 .086
TANet;9 [66] 14 | .871 .861 .923 787 .060 |.878 .874 .925 .804 .060 |.858 .827 910 .739 .046|.886 .863 .941 .780 .041|.835 .830 .895 .748 .075
CPFPy [50] 6 |.879 .874 925 817 .051|.878 .877 .923 .828 .053|.872 .846 .923 .787 .038|.888 .867 .932 .813 .036|.850 .851 .903 .788 .064
D3Net9 [9] 20 |.891 .881 .930 .815 .054|.895 .889 .932 .833 .051|.904 .885 .946 .831 .030|.906 .885 .946 .826 .034|.864 .862 .903 .793 .063
cmSalGANy [24] 1 896 .888 .932 .828 .050(.903 .896 .940 .846 .046|.912 .898 .942 .839 .028 |.922 .907 .957 .855 .027|.865 .864 906 .795 .064
ICNetyo [16] 13 1.903 .898 942 .844 .045|.894 .891 .926 .843 .052].920 .913 960 .867 .027|.923 908 .952 .864 .028|.854 .857 .903 .791 .069
CMWNety [17] 7 1.905 901 .944 .847 .043]|.903 .902 .936 .857 .046(.934 .930 .969 .888 .022|.917 903 951 .856 .029|.867 .874 913 811 .062
UC-Nety [27] 17 1.903 .899 .944 .867 .039|.897 .895 .936 .868 .043|.934 .930 .976 .908 .019|.920 .903 .956 .878 .025|.875 .879 .919 .836 .051
Ours ‘ 43 ‘ 907 .906 .944 .866 .040|.912 915 .944 .883 .038 ‘ 935 .936 973 910 .018 ‘ 924 915 960 .887 .024 ‘ 880 .892 .922 .842 .053
B. Comparison With State-of-the-Art Methods STEREO [51], NJU2K [43], DES [42], NLPR [44], and

1) Comparison Methods: We compare our method with
19 state-of-the-art CNN-based RGB-D SOD methods, includ-
ing DF [57], CTMF [63], PCF [64], AFNet [61], MMCI [65],
TANet [66], CPFP [50], D3Net [9], cmSalGAN [24],
ICNet [16], CMWNet [17], UC-Net [27], DMRA [68],
A2dele [18], FRDT [36], SMA [20], SSF [26], DANet [33],
and CoNet [28]. Specifically, the training set of the
first 12 methods (DF [57], CTMF [63], PCF [64],
AFNet [61], MMCI [65], TANet [66], CPFP [50], D3Net [9],
cmSalGAN [24], ICNet [16], CMWNet [17], and UC-
Net [27]) is the same as that of our method, that is, a subset
of NJU2K [43] and NLPR [44]. The training set of the last
7 methods (DMRA [68], A2dele [18], FRDT [36], SZMA [20],
SSF [26], DANet [33], and CoNet [28]) consists of a subset
of NJU2K [43], NLPR [44] and DUTLF-Depth [68]. Follow-
ing [33], [68], [105], we retrain our method with the training
set of NJU2K [43], NLPR [44] and DUTLF-Depth [68].
For a fair comparison, the saliency maps of all compared
methods are provided by authors® or obtained by running
their released codes. Notably, the performance of DMRA [68],
cmSalGAN [24], FRDT [36], SSF [26] and A2dele [18] in the
original papers are tested on the STEREO-797 dataset which
contains 797 images. We retest these methods on STEREO
dataset with 1,000 images and report their performance in this
article.

2) Quantitative Comparison: For the first 12 CNN-based
methods, we report the quantitative performance compari-
son of our method and them on five datasets, including

3Specifically, the saliency maps of DMRA [68], A2dele [18], S2MA [20]
and SSF [26] on ReDWeb-S [105] are provided by Liu et al. [105] on
https://github.com/nnizhang/SMAC.

SIP [9], in terms of five metrics in Tab. I. Our method
performs the best on NJU2K and NLPR datasets, and shows
competitive performance on STEREO, DES and SIP datasets.
More concretely, for Fp, our method consistently outperforms
all compared methods. On STEREO dataset, our method
performs almost similar with the best method in terms of
&, e.g., 0.866 (ours) v.s. 0.867 (UC-Net). Compared with
the second best method on NJU2K dataset, the percentage gain
of our method reaches 1.0% for S, 1.4% for Fp, 1.7% for
F¥ and 11.6% for M. On DES dataset, our method achieves
the minimum pixel-level error 0.018 in M. On NLPR dataset,
our method is better than the suboptimal method by 0.9% in
Flg’ . On SIP dataset, our method improves the performance
by 1.3% in Fp.

For the last 7 CNN-based methods, we report the quan-
titative performance comparison of our method with them
on seven datasets, including STEREO [51], NJU2K [43],
DES [42], NLPR [44], SIP [9], DUTLF-Depth [68], and
ReDWeb-S [105], in terms of five metrics in Tab. II. The
test set of DUTLF-Depth [68] dataset contains 400 sam-
ples, and the test set of ReDWeb-S [105] dataset contains
1,000 samples. Our method achieves the best performance on
four datasets, including NJU2K, NLPR, SIP and ReDWeb-S,
and shows competitive performance on STEREO, DES and
DUTLF-Depth datasets.

3) Visual Comparison: We represent visual comparisons
with seven latest CNN-based RGB-D SOD methods in Fig. 4.
There are several challenging and complicated scenes for
RGB-D SOD: 1) poor depth map with distractors (15 and 2"¢
rows), 2) fair depth map (3" and 4" rows), 3) good depth
map with distractors (5 and 6" rows), and 4) good depth
map (7' and 8 rows).
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TABLE II

QUANTITATIVE PERFORMANCE COMPARISON OF OUR METHOD AND OTHER 7 STATE-OF-THE-ART CNN-BASED METHODS, WHICH ARE TRAINED ON
NJU2K [43], NLPR [44], AND DUTLF-DEPTH [68], ON SEVEN DATASETS, INCLUDING STEREO [51], NJU2K [43], DES [42], NLPR [44],
SIP [9], DUTLF-DEPTH[68], AND REDWEB-S [105], WITH S-MEASURE, MAXIMUM F-MEASURE, MAXIMUM E-MEASURE, WEIGHTED
F-MEASURE AND MAE. WE ALSO REPORT THE FRAMES PER SECOND (FPS). 1 AND | INDICATE LARGER AND SMALLER IS
BETTER, RESPECTIVELY. THE TOP THREE RESULTS ARE MARKED IN RED, BLUE AND GREEN

Models ‘FPST‘ STEREO 1711 ‘ NIUKT [ ‘ DES [+2] ‘ NLPR-T [44] ‘ SIP [9] ‘ DUTLE-Depth [6£] ‘ ReDWeb-S [105]
|Sut ot £t FE T MU\t Bt &t Fp t MUJSt Fot &t R MU|Sit Fot £t Tt MUSit Pt £t FY ¥ 1 yrM
DMRA o [68]] 10 |.835 .847 911 .779 .066|.886 .886 .927 .847 .051|.900 .888 .943 .843 .030|.899 .879 .947 .838 .031|.806 .821 .875 .740 .085|.889 .898 .933 .853 .048|.592 .579 .721 456 .188
A2deley [18] | 120 |.879 879 .928 .846 .045|.871 .873 915 .841 .051|.886 .872 .921 .836 .028|.898 .882 .944 829 .834 889 .779 .070|.887 .892 .929 .864 .043
FRDTy [30] | 21 943 .899 933 .048 1.900 .886 .938 .838 .030 .867 .871 910 .811 .061 919 878 .039| - - - - -
S*MA2o [20] 9 1.890 .882 .825 .051(.894 .889 .930 .842 .053|.941 .935 .973 .892 .021|.915 .902 .953 .852 .030|.872 .877 819 .057|.903 .900 .937 .862 .044|.711 .696 .781 .621 .139
SSF2 [20] 20 |.887 .882 .931 .843 .046|.899 1934 .863 .043|.905 .885 .940 .896 .953 .865 .026 921 .0531.916 .924 951 .895 .034|.595 .558 .710 .455 .189
DANety [33]| 32 |.892 .882 .930 .830 .047|.897 .893 853 905 .895 848 .028.909 .894 949 .850 .031|.878 .884 .921 .829 890 .895 931 .847 .047| - - - - -
CoNetyo [28] | 34 [.905 .901 .947 .866 .037|.894 .893 .937 .849 .047 945 .849 .027].907 .887 .945 .842 .031|.858 .867 913 .803 .063[.919 .927 .956 .891 .033| - - - - -
Ours ‘ 43 1.909 .909 .947 .871 .038|.909 .909 .941 .879 .038.929 .924 967 .898 .019|.921 .908 .954 .881 .025|.886 .903 .927 .854 .048 944 724 723 794 .654 .132

B o] 1]t
HEC PRI

AE JE JE JE JE JESIE JEIE ]
i ﬂllﬂll

RGB Depth Ours CMWNet CoNet UC-Net A2dele SZMA FRDT

Fig. 4. Visual comparisons with seven latest CNN-based RGB-D SOD methods, including CMWNet [17], CoNet [28], UC-Net [27], A2dele [18], SSF [26],
SZMA [20], and FRDT [36].

For the first scene, the poor depth map fails to provide valu- the HAIM, the salient objects in our results of the first scene
able distance cues, and even provides incorrect information are relatively complete. For the second scene, our HAINet
(i.e., distractors) of salient objects. Thanks to the power of captures details of salient objects from the fair depth map.
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TABLE III

ABLATION RESULTS ON CONFIRMING THE IMPORTANCE OF HAIM. SUM:
REPLACING HAIM WITH ELEMENT-WISE SUMMATION AND CON-
VOLUTION OPERATIONS, AND CAT: REPLACING HAIM WITH
CONCATENATION AND CONVOLUTION OPERATIONS. THE BEST
RESULT IN EACH COLUMN IS BOLD

Models || STEREO [43] NJU2K-T [43] DES [42]

S\t FET MU[Si T FYt MUSit Fyt MU
Ours || .907 .866 .040 | .912 .883 .038 |.935 .910 .018
SUM || .894 846 .045|.905 .871 .042|.915 .874 .024
CAT || 893 846 .045|.902 .865 .043|.925 .891 .021

For example, the cup handle (4" row) in our saliency map
is finer. For the third scene, while the good depth map
with distractors provides useful information about the salient
objects, there is also some distractors involved, such as the car
(5"" row) and the stone base (6" row). Our HAINet effectively
filters them and highlights salient objects. For the last scene,
although the depth map has good quality, the RGB image is
complicated. The saliency maps derived from our HAINet are
still accurate.

4) Speed Comparison: We also report the Frame Per Sec-
ond (FPS) in Tab. I and Tab. II. We borrow these speeds from
their original papers and D3Net [9]. Our method reaches a
real-time speed of 43 fps, ranking second among all 19 meth-
ods. Comparing with the fastest method A2dele, our method
outperforms it by a large margin, e.g., 2.6% to 12.0% in Fp,
as shown in Tab. II. Comparing with several recent state-of-
the-art methods, such as UC-Net, CMWNet, S?MA, SSF, and
CoNet, our reasoning speed is much faster than them with
comparable even better performance. Combining with quan-
titative results, visual presentations and speed comparison,
we can find that our method is very competitive in RGB-D
SOD community.

C. Ablation Studies

In this subsection, we provide comprehensive ablation stud-
ies on STEREO [51], NJU2K [43] and DES [42] to eval-
uate the contribution of each key component in our method.
Specifically, we investigate 1) the importance of HAIM, 2) the
rationality of hierarchical structure in HAIM, 3) the necessity
of feature re-weighting in HAIM, 4) the effectiveness of
alternate interaction in AIU, and 5) the usefulness of hybrid
loss. We change one component each time and retrain variants
with the same hyper-parameters and training set in Sec. III-C.
Considering the alternate RGB-depth-RGB interaction is the
key idea of our method, we name our complete method as
RDR in Tab. V.

1) The Importance of HAIM: HAIM plays an impor-
tant role in the proposed HAINet. To study its importance,
we explore two relatively direct baseline variants: replac-
ing HAIM with element-wise summation and convolution
operations (i.e., SUM) and replacing HAIM with concate-
nation and convolution operations (i.e., CAT). As shown in
Tab. III, the performance of both variants is severely damaged
(e.g., .7-'5’ : 0.886 — 0.846 on STEREO of both variants,
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TABLE IV

ABLATION ANALYSES FOR THE RATIONALITY OF HIERARCHICAL STRUC-
TURE IN HAIM. WE PROVIDE FOUR HIERARCHICAL STRUCTURES
WITH 1, 2, 4 (OURS) AND 8 BRANCHES. THE BEST RESULT IN
EACH COLUMN IS BOLD

Branch STEREO [43] NJU2K-T [43] DES [42]
SxTFET MU[Syt Fyt MU[Sit Fgt ML
1 .897 .849 046 | 902 865 .044 | 914 .866 .026
2 904 .861 .042 | .904 869 .043 |.906 .865 .026
4 (Ours) || .907 .866 .040 | 912 .883 .038|.935 .910 .018
8 903 .861 .041|.909 878 .039|.924 .893 .021

0.883 — 0.865 on NJU2K of CAT, and 0.910 — 0.874
on DES of SUM). This confirms that our HAIM performs
more expertly than direct operations (i.e., SUM and CAT) for
cross-modal interaction. With the assistance of HAIM, our
HAINet overcomes the distractors of depth map with poor
quality and captures the effective representation of salient
objects.

Subsequently, we further recognize the contribution of each
component, i.e., hierarchical structure, alternate interaction
unit and feature re-weighting operation, in HAIM.

2) The Rationality of Hierarchical Structure in HAIM:
To validate the rationality of hierarchical structure in HAIM,
we modify the number of branch and provide three variants:
hierarchical structures with 1, 2 and 8 branches. The ablation
results are reported in Tab. IV.

By comparing the results of 1, 2 and 4 (ours) branches,
we discover that the performance basically increases with
the addition of the number of branches among three datasets
(e.g., M :0.046 (1) — 0.042 (2) — 0.040 (4) on STEREO,
0.044 (1) — 0.043 (2) — 0.038 (4) on NJU2K, and 0.026 (1)
—0.026 (2) —> 0.018 (4) on DES). This is because the more
branches, the more local and global information interacts,
resulting in better performance. However, this trend disappears
in the variant with 8 branches (e.g., M : 0.040 (4) — 0.041
(8) on STEREO, 0.038 (4)— 0.039 (8) on NJU2K, and 0.018
(4) — 0.021 (8) on DES). The reason behind this is that the
total channel number in each feature scale is fixed, and the
channel number of each branch will decrease with the increase
of branches, leading to the information loss of each branches
(e.g., F}Q has 64 channels, if there are 8 branches in HAIM-1,
f }’i only has 8 channels). The adopted hierarchical structure
with 4 branches achieves the balance between branch number
and channel number, yielding the better results.

3) The Necessity of Feature Re-Weighting in HAIM: To
explore the necessity of feature re-weighting in HAIM, we
offer a variant which removes feature re-weighting in HAIM,
i.e., w/o FRW, and report the performance in Tab. V. From
Tab. V, the performances are degraded (e.g., S; : 0.907 —
0.901 on STEREO, fg) 1 0.883 — 0.879 on NJU2K, and
M : 0.018 — 0.022 on DES), which confirm our adaptive
feature re-weighting operation is necessary and the discrimi-
nate treatment for multiple f ;llu of F’r 4 1s reasonable.

4) The Effectiveness of Alternate Interaction in AIU: In
AlU, the alternate RGB-depth-RGB interaction is in charge
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TABLE V

ABLATION ANALYSES ON CONFIRMING THE NECESSITY OF FEATURE
RE-WEIGHTING IN HAIM, THE EFFECTIVENESS OF ALTERNATE
INTERACTION IN ATU AND THE USEFULNESS OF HYBRID LOSS. w/o
FRW: REMOVING FEATURE RE-WEIGHTING IN HAIM, w/o D-

R: REMOVING THE LATTER DEPTH-RGB INTERACTION IN
AIU, w/o R-D: REMOVING THE FORMER RGB-DEPTH
INTERACTION IN AIU, DRD: REVERSING THE INPUT
OF AIU (i.e., RGB-DEPTH-RGB INTERACTION
Is MODIFIED TO DEPTH-RGB-DEPTH INTER-

ACTION), w/o bce: REMOVING BCE LoOSS,

w/o iou: REMOVING IOU LOSS, AND
w/o DS: REMOVING DEEP SUPER-

VISION. THE BEST RESULT IN
EAcH COLUMN IS BOLD

Models STEREO [43] NJU2K-T [43] DES [42]
Syt FET MI|S\ T FEt My[Sit Fpt ML
RDR (Ours) || 907 .866 .040 | .912 .883 .038 | .935 910 .018
w/o FRW || 901 855 .043 | .910 879 .039|.924 892 .022
w/o D-R 898 854 .042 | 906 .876 .042| .918 .879 .023
w/o R-D 905 864 .040 | 906 877 .041 | .920 .887 .022
DRD 899 856 .043 | 910 .878 .039|.928 .898 .021
w/o bce 889 859 .043 | .899 884 .041 | .904 869 .024
w/o iou 906 .836 .047 | 906 .853 .047 | .926 .860 .027
w/o DS 899 853 .043 | 906 873 .042| 918 .877 .025

of distractors filtering (RGB-depth modulation interaction)
and feature enhancement (depth-RGB feedback interaction).
To investigate its effectiveness, we conduct three baselines:
removing the latter depth-RGB interaction in AIU (i.e., w/o
D-R), removing the former RGB-depth interaction in AIU
(i.e., w/o R-D), and reversing the input of AIU (i.e., RGB-
depth-RGB interaction is modified to depth-RGB-depth inter-
action, called DRD). The structures of these three baselines
are shown in Fig. 5.

As reported in Tab. V, the performance degradation of
w/o D-R (e.g., S, : 0.907 — 0.898, .7-'5’ : 0.866 — 0.854,
and M : 0.040 — 0.042 on STEREO) validates that the
depth-RGB interaction benefits to highlight salient objects in
RGB features. The performance of w/o R-D is also degraded
(e.g., S; : 0.935 — 0.920, .7-}” : 0.910 — 0.887, and M :
0.018 — 0.022 on DES) which demonstrates the RGB-depth
interaction contributes to distractors filtering in depth features.
With the cooperation of RGB-depth and depth-RGB interac-
tion (i.e., the modulation-feedback mechanism), our method
with the complete AIU achieves the best performance. In addi-
tion, the performance degradation of DRD (e.g., S; : 0.907 —
0.899, }'b“ : 0.866 — 0.856, and M : 0.040 — 0.043 on
STEREO) demonstrates that our RGB-depth-RGB interaction
is more effective than the depth-RGB-depth interaction for the
cross-modal feature fusion.

Through the above detailed experiments and analyses,
the superiority and effectiveness of the complete HAIM and
its three key components are verified.

5) The Usefulness of Hybrid Loss: To investigate the use-
fulness of hybrid loss, we provide three variants: removing
BCE loss (i.e., w/o bce), removing IOU loss (i.e., w/o iou), and
removing deep supervision (i.e., w/o DS). As shown in Tab. V,
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Fig. 5. Structures of three AIU variants. w/o D-R: removing the depth-RGB
interaction in AIU, w/o R-D: removing the RGB-depth interaction in AIU,
and DRD: reversing the input of AIU (i.e., RGB-depth-RGB interaction is
modified to depth-RGB-depth interaction).

the results of w/o bce and w/o iou confirm that each loss
can achieve acceptable performance alone, but more favorable
performance can be attained when IOU loss and BCE loss are
combined. We can also observe that w/o iou achieves the worst
performance in .7-"5’ and M (e.g., .7-"5’ : 0.836 on STEREO and
M :0.027 on DES), which confirms the IOU loss contributes
significantly to pixel-level accuracy. The observation is valu-
able for RGB-D SOD and other related pixel-level prediction
tasks. The deep supervision contributes to the performance,
e.g., it carries 0.017 performance improvement in S, on DES.
Overall, our hybrid loss is pretty useful.

D. Application to RGB-T SOD Task

In this subsection, we apply our method to a similar
multi-modal SOD task, i.e., RGB-T SOD, to demonstrate the
effectiveness of our method. Specifically, following a recent
work [96] for RGB-T SOD, we adopt VT1000 [94] dataset
to retrain our method and test our method on VT821 [92]
dataset. VT1000 [94] contains 1,000 samples of aligned RGB
and thermal images, while VT821 [92] contains 821 samples.

We compare our method with five state-of-the-art RGB-T
SOD methods, including MTMR [91], M3S-NIR [93],
SGDL [94], ADF [110] and MIED [96], in terms of
S-measure, F-measure, E-measure, weighted F-measure and
MAE. Saliency maps of all compared RGB-T SOD meth-
ods are provided by authors.* The quantitative performance
is reported in Tab. VI. Our method performs the best on
VT821 dataset, which demonstrates the robustness and gener-
alizability of our method for multi-modal SOD tasks.

E. Failure Cases and Analyses

In this subsection, we illustrate some failure cases of our
HAINet and present analyses. As shown in Fig. 6, there are
two challenging cases for our HAINet: 1) the salient objects
with occlusion (the top two rows) and 2) the scenes with
multiple salient objects (the bottom two rows). In the top two

4https://github.com/lzl 18/RGBT-Salient-Object-Detection
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TABLE VI

QUANTITATIVE PERFORMANCE COMPARISON OF OUR METHOD
AND FIVE STATE-OF-THE-ART RGB-T SOD METHODS ON
VT821 [92] DATASET. THE BEST RESULT IN
EACH Row IS BOLD

Metric || MTMR1s M3S-NIRig SGDLag ADFzo MIEDzo | Ours
[91] [93] [941  [110]  [96]

Sx1 || 0725 0.723 0.765 0.810 0.849 |0.856

Fst || 069 0.738 0.735 0.752  0.809 |0.819

&1 || 0812 0.837 0.839 0.839 0.887 |0.897

Fwtl| 0462 0.407 0.583  0.626  0.775 |0.776

M || 0108 0.140 0.085 0.077 0.046 |0.044

RGB

Ours

Depth

Fig. 6.  Some failure cases of our HAINet. The top two rows show the
salient objects with occlusion, and the bottom two rows show the scenes with
multiple salient objects.

rows, the depth maps have good quality, but the salient objects
are occluded. Our method fails to accurately highlight the
salient objects and mistakenly highlight the occluded objects.
The occluded objects are different from distractors in the depth
maps and they are adjacent to salient objects, causing our
method to mistake them for being part of salient objects.
In the bottom two rows, there are multiple similar objects
in RGB images and depth maps, but our method highlights
only part of them. This is because different salient objects
have different distance information in the depth map, which
causes our method to mistake salient objects with far distance
as distractions and thus suppress them.

V. CONCLUSION

In this article, we have proposed a novel and effective Hier-
archical Alternate Interaction Network (HAINet) for RGB-D
SOD. HAINet is based on the encoding-reasoning architecture,
and is equipped with dedicated efficient Hierarchical Alter-
nate Interaction Modules (HAIMs). In particular, HAIM is
a vital medium for encoding and reasoning network, and is
in charge of enhancing interactions between cross-modal fea-
tures, i.e., filtering distractors in depth features and enhancing
the content representation of salient objects on RGB features.
Thanks to the simplicity of modules, the effectiveness of the
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architecture and the tacit cooperation between them, HAINet
achieves a fast reasoning speed of 43 fps on a single GPU.
Comprehensive experiments, including comparison analyses
and ablation studies, demonstrate that HAINet is competitive
to 19 state-of-the-art RGB-D SOD methods and strikes a
balance between precision and speed.
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